Technical Note: Correction of geometric x-ray image intensifier distortion based on digital image correlation
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Purpose: X-ray image intensifiers (XRIIs) inevitably produce images suffering from geometric distortion. Presently, various local and global methods exist to correct for these distortions. However, the performance of global methods is limited for dominant local distortions, and local methods tend to suffer from patch discontinuity and are generally sensitive to noise. In this paper, a novel local method is presented based on digital image correlation (DIC), which does not suffer from patch discontinuity and noise.

Methods: As DIC is a very accurate and robust technique to analyze deformations, it is our candidate of choice to outperform the existing correction methods. The performance of our technique was first validated through distortion simulations. Next, it was validated experimentally for four different orientations of the XRII.

Results: A theoretical study on images suffering from a simulated distortion (including noise and blurring) yielded corrections with an average accuracy of (0.20 ± 0.04) pixels. We obtained experimental data with our 14" XRII (292 mm field of view), suffering from a maximum distortion between 9.6 and 12.9 mm, and an average distortion between (4.4 ± 1.3) mm and (6.1 ± 2.5) mm over the image field for the different orientations. For an adequate choice of the facet size in the DIC analysis (greater than 40 pixels), the weighted mean residual error of our method varied between (0.037 ± 0.003) mm and (0.054 ± 0.003) mm, regardless of the XRII orientation. The maximum residual error varied between 0.081 and 0.185 mm.

Conclusions: From the simulations, we concluded that the proposed technique is affected by neither Gaussian noise nor blurring. Furthermore, it is shown that our method can reach an accuracy that is on par with or better than the current standard tools. The novel method is fast, requires minimal operator intervention and can be fully automated. © 2019 American Association of Physicists in Medicine [https://doi.org/10.1002/mp.13944]
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1. INTRODUCTION

In biomechanical research, stereoscopic x-ray imaging is a valuable tool for motion analysis.1,2 Although flat-panel detector systems are gaining in popularity in medical research, their limited frame rate (30 frames per second for a-Si TFT flat-panel detector in general3) is insufficient for monitoring fast movements, which are often highly relevant in biomechanical research. To date, the number of stereoscopic XRII-based imaging systems has been growing exponentially in state-of-the-art biomechanical research laboratories4 (for example in Brown University, Providence5), showing the need for reliable XRII distortion correction methods.

The main distortions present in the images have a radial or sigmoidal nature. The former is a result of detecting the x rays on a curved input phosphor and projecting the image on a flat surface. The latter is due to electromagnetic interactions of the produced photoelectrons and the surrounding magnetic field6 (mainly the geomagnetic field). Local distortions may also arise due to the interaction of the electrons with localized magnetic fields.7 The distortions introduce errors in the quantitative assessment of the recorded x-ray images and must therefore be corrected.
In general, the distorted images are corrected by applying an image transformation. Depending on the nature of the distortion pattern, this transformation must either be the same for the entire image or vary locally over the image field, resulting in a global or local correction method respectively. Considerable efforts have been made over the past two decades to develop global, local, and hybrid techniques to correct for the image distortion. The majority of the reported correction methods share a common fundament, namely the imaging of a rectilinear grid in the form of opaque markers, intersections of metal wires or a perforated plate. Due to the XRII distortion, the position of these markers will deviate from their expected position in the recorded image. Generally, a relation is established between the deviating and expected positions in the form of polynomial dewarping functions on a global or local level (or a combination of both, yielding a hybrid technique). It was shown in previous studies that, in general, an increase in the order of the dewarping polynomials will result in an improvement in the accuracy of global correction methods. This is only true for an order up to six or seven since higher order polynomials tend to fit the noise. Moreover, global methods only perform well if the distortions are highly nonlocal (which is often the case).

Local methods, on the other hand, are generally more sensitive to noise, exhibit patch discontinuity between the local corrections areas and often rely on the assumption of a distortion-free image center. To overcome the issue of patch discontinuity, Yan et al. implemented a local technique based on moving least squares, at the expense of higher noise sensitivity.

Efforts have been made by Soimu et al. and Yan et al. to merge the benefits of global and local techniques in so-called hybrid methods. The method presented by Soimu et al. allows the user to make a trade-off between computation time and correction accuracy, depending on the percentage of the image that is corrected locally. The fully local method yields the most accurate results, at a greater computational cost. The results of Yan et al. showed that their hybrid method based on multilevel B-spline approximation was 10% to 20% more accurate than the standard global and local methods they considered.

In this work, a novel local method for the distortion correction is presented, which does not suffer from patch discontinuity or noise corruption, and additionally does not rely on the assumption of a distortion-free image center. The method is based on an entirely different technique, namely digital image correlation (DIC). DIC is a well-established optical noncontact technique for full-field analysis of 2D or 3D object deformations and is widely used in the field of structural mechanics. One of the main applications of DIC is the quantitative, full-field analysis of tensile tests on materials or biological tissues. In the present paper, DIC will be applied to x-ray images using a custom DIC pattern mask. A description of the principles of DIC and the use of DIC within the proposed method is given in Section 2. In Sections 3 and 4, the results of the method are shown and discussed. The description, results, and discussion of a theoretical study based on distortion simulations can be found in the Supporting Information.

2. MATERIALS AND METHODS

2.A. Digital image correlation

Digital image correlation is an optical measurement technique, which is used to determine displacement and strain fields on the surface of deformed objects. To this end, an image of the object is recorded in its original state, followed by an image (series) of the deformed object. The possibility to correlate the deformed images with the original image is enabled by applying a random speckle pattern to the object’s surface. It is then assumed that the deformation of the speckle pattern as seen in the images is the same as the deformation of the surface reflecting that pattern.

To carry out a DIC analysis, a rectilinear grid is defined on the image, of which the spacing is governed by the grid step parameter. Next, a facet (or subset) of gray values, which has a square shape in our case, is considered around each of the grid points. We will refer to the length of the sides of the square facets as the facet size. As the object is deformed, the applied random speckle pattern will be deformed accordingly and as a result, the subsets of gray values are displaced and distorted in the images. Based on the random gray value distribution within the subsets, each of the original subsets is identified in the deformed images, immediately yielding the coordinates of the corresponding subset in the deformed image. Therefore, using DIC analysis, the relation between the original and distorted coordinates is retrieved directly. Various methods exist to perform the correlation analysis, however, the common fundament is a correlation criterion to evaluate the degree of similarity between the original and deformed subsets. In our study, the correlation is performed in ISTRA 4D software version 4.4.6 (Dantec Dynamics GmbH, Ulm, Germany).

To translate this optical technique to x-ray imaging, a custom binary pattern of randomly placed circles was designed in Matlab (Mathworks, MA, USA). The circles have radii varying between 1 and 3 mm. As shown in Fig. 1, the pattern is built out of nine identical segments, containing randomly sampled circles, and L-shaped reference holes in each of the segment centers. These reference holes are used to determine the orientation of the pattern and the scaling of the pattern on the digitized image. The pattern was laser cut (Raytech, Belgium) in the center of a 500 × 500 × 0,5 mm plate of stainless steel (AISI 304) with a tolerance of 0,10 mm. By imaging this pattern using an XRII, the pattern will be distorted, and this distortion is analyzed using DIC. Because the laser cutting process might introduce errors in the pattern, a high-contrast optical image of the laser cut pattern was taken and binarized. This way, the reference image in the DIC analysis will be closest to the ground truth pattern.
2.B. Distortion correction

In general, image distortion can be formulated as a positional change of the undistorted image coordinates, denoted as $x_u$ and $y_u$:

$$
\begin{align*}
x_d(x_u, y_u) &= x_u + \delta_x(x_u, y_u), \\
y_d(x_u, y_u) &= y_u + \delta_y(x_u, y_u),
\end{align*}
$$

(1)

where $\delta_x$ and $\delta_y$ denote the position-dependent distortion surfaces, which define the relation between undistorted and distorted coordinates (referred to using subscript $d$). In case the distortion surfaces are known, the gray values of the corrected image can be retrieved by evaluating the distorted image in the distorted coordinates:

$$
I_c(x_u, y_u) = I_d(x_d(x_u, y_u), y_d(x_u, y_u))
$$

(2)

where $I_c$ and $I_d$ represent the corrected and distorted image, respectively. The main goal of the distortion correction method was to find the unknown distortion surfaces to establish the relation between the undistorted and distorted coordinates. As DIC analysis is being widely used to measure full-field deformations, it is our candidate of choice to directly retrieve the distorted coordinate surfaces $x_d(x_u, y_u)$ and $y_d(x_u, y_u)$.

The distortion correction is carried out in a few steps, which are schematically shown in Fig. 2. As the DIC analysis is based on the comparison of gray values in the original (binary) and deformed image (12bit), the raw x-ray image is not adequate as input for the algorithm. Therefore, the x-ray image is first segmented and binarized (after flat field and log correction). Then, the binarized image and the original digital pattern are used as input to perform the DIC analysis, directly yielding the distorted coordinate surfaces $x_d(x_u, y_u)$ and $y_d(x_u, y_u)$.

It may occur that for some of the sample points, the DIC analysis is not successful and no distorted coordinate value is calculated, introducing missing data in the distorted coordinate surfaces. This typically occurs when a small facet size is chosen as in that case the gray value subset may not contain enough data to be uniquely identified in the deformed image. Therefore, the missing data are estimated by carrying out two-dimensional (2D) linear scattered data interpolation on this dataset and linear extrapolation is carried out at the endpoints. Afterward, the distorted coordinate surfaces are rescaled to the full image size using 2D linear gridded data interpolation.

---

**Fig. 1.** (a) Binarized optical image of the laser cut speckle pattern. (b) A single segment out of which the pattern is built, containing the L-shaped reference hole in the center. (c) The laser cut pattern. (d) X-ray image of the laser cut pattern. [Color figure can be viewed at wileyonlinelibrary.com]

**Fig. 2.** Schematic representation of the distortion correction method. First, the X-ray image of the pattern is segmented. Second, the digital image correlation analysis is performed, yielding the subsampled distorted coordinate surfaces $x_d(x'_u, y'_u)$ and $y_d(x'_u, y'_u)$. Third, the distorted coordinate surfaces are interpolated (and extrapolated) on a coarse scale using two-dimensional (2D) linear scattered data interpolation. Then, the surfaces are resampled to the full image size using 2D linear gridded data interpolation, yielding $x_d(x_u, y_u)$ and $y_d(x_u, y_u)$. Finally, the distorted coordinate surfaces are used to correct the distorted images.
yielding the distorted surfaces $x_d(x_u, y_u)$ and $y_d(x_u, y_u)$. The gray values of the corrected images are finally retrieved using Eq. (2). However, $x_d(x_u, y_u)$ and $y_d(x_u, y_u)$ are generally noninteger values which do not correspond to integer pixel locations. Therefore, to retrieve the gray values of the corrected image, it is necessary to interpolate between the gray values of the distorted image at the locations given by the elements of $x_d$ and $y_d$. In this work, the gray values of the corrected image are estimated using 2D linear interpolation.

2.C. Image acquisition and experimental procedure

The x-ray images were acquired using a Philips Imagica HC 36 cm (14") image intensifier (Philips, Eindhoven, The Netherlands) connected to a Photon FastCam Mini WX50-32GB (Photon, Tokyo, Japan) with a frame rate of 750 fps. The CMOS detector of the camera contains $2048 \times 2048$ pixels with a pixel size of $10 \times 10$ μm. A Philips SRM 0511 ROT 500 x-ray tube was used to generate the x-rays. The field of view was taken as large as possible, to maximize the effect of distortion, yielding a field of view of $292 \times 292$ mm (pixel size 0.143 mm).

X-ray images of the laser cut pattern were recorded under four different orientations of the image intensifier, namely $\theta = \{0^\circ, 30^\circ, 60^\circ, 90^\circ\}$ with respect to the horizontal plane and the distorted coordinate surfaces were retrieved as formerly described. Also, for each orientation under consideration, 11 x-ray images of a rectilinear grid were taken. In our study, the dependence of the quality of the correction on the XRII orientation and the size of the correlation subsets was examined. The rectilinear grid consisted of $11 \times 11$ steel markers with a diameter of 2 mm and a center-to-center spacing of 25 mm. The holes of the rectilinear grid were cut with a CNC machine with a tolerance of 0.05 mm.

The 44 images of the distorted rectilinear pattern were corrected using our DIC technique and the centers of the markers (denoted as $x_{k}^{corr}$ and $y_{k}^{corr}$) were extracted using standard center-of-mass coordinate (centroid) computation. To these center coordinates, the best fitting rectilinear grid was calculated using the quasi-Newton BFGS-method, yielding the ideal grid positions $x_{k}^{fit}$ and $y_{k}^{fit}$. A suitable measure for the accuracy of the correction method would be the Euclidian distance between the corrected and the fitted center locations (denoted as $R_k$):

$$R_{k} = \sqrt{(x_{k}^{corr} - x_{k}^{fit})^2 + (y_{k}^{corr} - y_{k}^{fit})^2} \quad (3)$$

The maximum, mean, and standard deviation of the set $\{R_k\}$ will be used to present the accuracy of the correction method. Since the simulations showed the dependence of the quality of the correction on the facet size used in the DIC analysis (Fig. S4), the DIC analysis was carried out for a facet size of $(25, 29, 33, \ldots, 93)$ pixels. The grid step was kept constant at 16 pixels since the simulations showed no improvement in the method for more densely sampled distortion surfaces (Fig. S3).

3. RESULTS

For each of the XRII orientations, the rectilinear grid was imaged 11 times, after imaging the DIC pattern. Using DIC analysis, the distorted coordinate surfaces were retrieved and used to correct the images of the rectilinear grid. In Fig. 3, an example of the result of the corrected grid is shown, along with the spatial distribution of the residual errors.

After the correction, the residual errors ($R_k$) were calculated using Eq. (3). In Fig. 4, the spread of the mean and maximum residual errors ($R_{mean}$ and $R_{max}$) within the series of the 11 images for each XRII orientation are shown in function of the facet size used in the correlation. For each XRII orientation, our results are summarized in Table I. In this table, we only considered the data obtained for an adequate choice of the used facet size, which is >40 pixels (see Fig. 4). The mean values reported in the table ($\langle R_{mean} \rangle$) were calculated by taking the weighted mean of the mean residual errors of the 11 images over the range of facet sizes greater than 40 pixels, yielding 154 data points per XRII orientation. Regardless of the XRII orientation, the weighted mean residual error varies between $(0.26 \pm 0.02)$ pixels and $(0.38 \pm 0.02)$ pixels, corresponding to $(0.037 \pm 0.003)$ mm and $(0.054 \pm 0.003)$ mm. Considering the full angle range, our method is accurate up to $(0.294 \pm 0.007)$ pixels on average, corresponding to $(0.042 \pm 0.001)$ mm.

4. DISCUSSION

By comparing panels (a) and (b) of Fig. 3, one can see that the distortion present in the image is successfully corrected (the white lines are perfectly straight). As shown in panel (c), the distribution of the residual errors is mostly random. It is shown in Table I that an overall average accuracy of $(0.294 \pm 0.007)$ pixels can be reached, corresponding to approximately $(0.042 \pm 0.001)$ mm. Furthermore, the difference in average accuracy for the 11 images corresponding to the same orientation is <5–10%, proving the robustness and reproducibility of the method. As can be seen from the lower four panels of Fig. 4, the maximum error is generally close to or <1 pixel.

As mentioned, we used a fixed grid step of 16 pixels for the DIC analysis. In a preliminary study, we discovered that a grid step in the range of 4 to 80 pixels did not notably affect the average accuracy of the method. For example, for an image in the $\theta = 30^\circ$ set, using a fixed facet size of 61 pixels in the DIC analysis, the mean residual error varied between 0.236 pixels and 0.254 pixels over the considered range of grid steps. Increasing the grid step sped up the process, but introduced an increased amount of missing data on the image periphery and a slight increase in the maximum error could be noticed. In contrast, decreasing the grid step considerably increased the correlation time, without an increase in accuracy. A grid step of 16 pixels provides an excellent balance between correlation time, information at the image periphery and maximum error.
To compare the quality of our method to the existing tools, an accuracy given in pixels is not sufficient since the size of a pixel depends on the imaging field of view and the number of pixels in the image. Therefore, it is more correct to compare the accuracy using units of distance. As the amount of distortion strongly depends on the diameter of the XRII and the imaging field of view, the accuracy of a correction method will depend on these as well. It was for example shown by Fantozzi et al.\textsuperscript{11} (2003) that, generally, the error of a correction method increases with the size of the XRII. In order to compare our method to the existing tools, we need to take this dependency into account.

Methods have been tested on a 9" XRII by Gronenschild,\textsuperscript{8} Liu et al.,\textsuperscript{10} Yan et al.,\textsuperscript{14} and Yan et al.\textsuperscript{16}. In the first two works, global methods were presented with an accuracy in the range of 0.03 to 0.05 mm, which is also in agreement with the results of Fantozzi et al. for a field of view of 220 mm. The hybrid method reported in the work of Yan et al.\textsuperscript{16} was more accurate than their formerly reported local one (2007) and a standard global method, reaching an accuracy of approximately 0.25 pixels. However, considering the fact their images were digitized with 21 pixels/cm, this corresponds to an accuracy of approximately 0.12 mm, which is beyond the range reached by Gronenschild and Liu et al.

Soimu et al.\textsuperscript{15} and Meng et al.\textsuperscript{12} presented their results using a 12" XRII. In the former work, a hybrid method was presented, reaching an accuracy of 0.077 mm. However, depending on the percentage of the image that is locally corrected, the accuracy may differ.\textsuperscript{15} The latter work presented a global method reaching an accuracy of 0.04 mm using a field of view of 270 mm.

![Fig. 3](image_url)\textsuperscript{6} (a) Original image of the rectilinear grid at $\alpha = 30^\circ$ orientation. (b) Corresponding corrected image. (c) Corresponding residual error ($R_k$) distribution. The gray cross-shaped markers show the position of the corrected grid point and the black arrows show the magnitude and orientation of the residual error. The residual errors varied between 0.0003 pixels and 0.59 pixels, corresponding to 0.00004 and 0.084 mm, respectively.

![Fig. 4](image_url)\textsuperscript{6} The top and bottom rows show the spread of the mean and maximum errors, respectively, within the series of 11 images for each XRII orientation (indicated in the top right corner of each panel). The black line denotes the mean value of the error within the series, the gray region marks out the maximum and minimum (mean) error. The results are shown in function of the used facet size.
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**TABLE I. Experimental results.**

<table>
<thead>
<tr>
<th>$\alpha$ (°)</th>
<th>($R_{\text{mean}}$) (pixels)</th>
<th>$R_{\text{max}}$ (pixels)</th>
<th>$R_{\text{min}}$ (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.38 ± 0.02</td>
<td>[0.87, 1.30]</td>
<td>[0.0008, 0.0896]</td>
</tr>
<tr>
<td>30</td>
<td>0.26 ± 0.02</td>
<td>[0.57, 1.06]</td>
<td>[0.0003, 0.0560]</td>
</tr>
<tr>
<td>60</td>
<td>0.30 ± 0.02</td>
<td>[0.62, 0.94]</td>
<td>[0.0021, 0.0608]</td>
</tr>
<tr>
<td>90</td>
<td>0.29 ± 0.02</td>
<td>[0.63, 1.20]</td>
<td>[0.0013, 0.0606]</td>
</tr>
<tr>
<td>Overall</td>
<td>0.294 ± 0.007</td>
<td>[0.57, 1.30]</td>
<td>[0.0003, 0.0896]</td>
</tr>
</tbody>
</table>

Summary of our experimental results for each of the XRII orientations (given by the angle $\alpha$) for an adequate choice of the facet size (greater than 40 pixels). For each orientation, the weighted mean of the mean residual errors ($\langle R_{\text{mean}} \rangle$) over the 11 images and the range of facet sizes is presented, along with the range of the maximum and minimum residual errors ($R_{\text{max}}$ and $R_{\text{min}}$). The bottom row contains the overall weighted mean residual error over the full angle range, along with the corresponding range of maximum and minimum residual error.
Larger XRIIs were considered in the works of Fantozzi et al. and Gutiérrez et al.\textsuperscript{7}. The team of Fantozzi presented a global method based on thin-plate splines, reaching an accuracy of 0.057 mm for a 320 mm field of view. Gutiérrez et al. presented an efficient method to estimate the distortion for an arbitrary orientation of the C-arm (similar to Liu et al.). For an arbitrary value of the primary angle \( \alpha \), an accuracy of 0.22 pixels could be reached, corresponding to approximately 0.14 mm for a 330 mm field of view. The large variety of correction methods and their accuracy as summarized above will serve as a reference for the accuracy of the method presented in this work.

Our weighted mean residual error varied between (0.037 \( \pm \) 0.003) mm and (0.054 \( \pm \) 0.003) mm, regardless of the XRII orientation. This closely corresponds to the range reached by Gronenschild and Liu et al., yet the size of our XRII is considerably larger. The overall weighted mean residual error of (0.042 \( \pm \) 0.001) mm matches the result obtained by Fahrig et al. Considering the large size of our XRII (14") and the field of view (292 mm), our new method matches the existing methods and outperforms a number of them.

The first results of our method are promising, yet some limitations remain. One of them is the laser cutting of the pattern, as this might introduce differences in the pattern with respect to the originally designed digital one. We have partly overcome this issue by also taking a high-contrast optical image of the pattern to be used for the DIC analysis. However, lens distortions cannot be fully excluded. Secondly, DIC software packages are often expensive, which can be a drawback. However, open-source alternatives exist, making the technique very accessible. We were unable to verify our experimental results using these alternatives due to their functionality being limited to DIC patterns which, unlike ours, are completely random. Finally, it was reported by Sutton et al.\textsuperscript{17} and Pan et al.\textsuperscript{20} that decorrelation in the DIC analysis occurs for a relative rotation between the original and deformed facet of 10° or more, making identification of the deformed facet impossible. However, since the maximum rotational distortion in the x-ray images is of the order of a few degrees, the decorrelation itself is limited, still enabling the identification of the deformed facets. This decorrelation will only be a problem if the DIC mask is placed against the surface of the XRII under a large angle. Therefore, we recommend attaching the DIC mask as level as possible to assure the limited decorrelation.

5. CONCLUSIONS

A novel method to correct for the geometric distortion of image intensifiers based on digital image correlation was developed and verified. A theoretical study based on various simulations promised highly subpixel accurate results for both small and large distortions. The simulations also demonstrated that the proposed technique is affected by neither Gaussian image noise nor blurring. Additionally, our presented local method does not suffer from patch discontinuity and does not rely on the assumption of a distortion-free image center. Our experimental results show that, regardless of the XRII orientation, the weighted mean residual error lies between (0.037 \( \pm \) 0.003) mm and (0.054 \( \pm \) 0.003) mm, and an average overall accuracy of (0.042 \( \pm \) 0.001) mm was reached for our 14" XRII. The maximum residual error varied between 0.57 pixels and 1.30 pixels, corresponding to 0.081 mm and 0.185 mm. By comparing our method to existing literature, we showed that our method matches existing methods and outperforms a number of standard tools.
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**Table S1.** Simulation results.

**Figure S1:** Corresponding image segments of (a) a simulated distorted image degraded with noise and blur and (b) a flat field corrected real X-ray image. Both panels show a very high degree of similarity regarding image characteristics.

**Figure S2:** (a) Simulated distortion surface $\delta_{i}(x_{u}, y_{u})$. (b) Distortion surface $\delta_{i}(x_{u}, y_{u})$ retrieved through DIC analysis (grid step of 16 pixels and facet size of 65 pixels). (c) Full-field difference measure $\Delta(x_{u}, y_{u})$. For all of the panels, the unit of the color bar is pixels. The applied distortion parameters were chosen as $k = 5 \times 10^{-8}$ and $\theta_{0} = 3^\circ$.

**Figure S3:** Average full-field difference measure $\Delta_{\text{mean}}$ and Euclidian distance $R_{\text{mean}}$ for a small and large distortion for different values of the chosen grid step (GS) and facet size.

**Figure S4:** For each panel, the result is expressed with respect to the facet size used in the DIC analysis, implying for each panel the horizontal axis is identical. The legends apply to their corresponding columns. Note that in the legends, the factor $10^{-8}$ belonging to $k$ is omitted. In all analyses, the grid spacing was set to 16 pixels. (a), (b) Respectively the mean and maximum values of $\Delta(x_{u}, y_{u})$ in absence of noise and blur for $k = \{1,5\} \times 10^{-8}$ and $\theta_{0} = \{0.5^\circ,3^\circ\}$ (c), (d) Respectively the mean and maximum values of $R_{k}$ for $k = \{1,5\} \times 10^{-8}$ and $\theta_{0} = \{0.5^\circ,3^\circ\}$ in the absence of noise and blur. (e), (f) Comparison between respectively the mean and maximum value of $\Delta(x_{u}, y_{u})$ in the presence or absence of noise and blur for $k = \{1,5\} \times 10^{-8}$ and $\theta_{0} = 3^\circ$. (g), (h) Comparison between respectively the mean and maximum value of $R_{k}$ in presence or absence of noise and blur for $k = \{1,5\} \times 10^{-8}$ and $\theta_{0} = 3^\circ$. 
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