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Abstract
Imaging is center stage in biology. Advances in microscopy and labeling techniques have enabled unprecedented observations and continue to inspire new developments. Efficient and accurate quantification and computational analysis of the acquired images, however, is becoming the bottleneck. We review different paradigms of computational image analysis for intracellular, single-cell, and tissue-level imaging, providing pointers to the specialized literature and listing available software tools. We place particular emphasis on clear categorization of image-analysis frameworks and on identifying current trends and challenges in the field. We further outline some of the methodological advances that are required in order to use images as quantitative scientific measurements.
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1 Introduction

“Seeing is believing” is an old saying in microscopy. With the classical biochemical methods being increasingly complemented by imaging techniques, however, the subjective interpretation of what one sees in a microscopy image gets in the way of scientific reproducibility and logical deduction. Arguments such as “I saw it that way” or “it looked like” become less tolerable as conclusions are based on image data.Positing that the images are correctly acquired and free of artifacts [North, 2006], one hence wishes to reduce, or at least quantify, viewer bias and subjective expectations and beliefs by extracting reproducible numbers from the images.

Together with the need to process ever-larger sets of images at high throughput, reproducible quantification motivates the use of computational image analysis [Eils and Athale, 2003, Myers, 2012]. Having a computer software do the image analysis renders the results reproducible. If the same software is run twice on the same image, the same result is produced. Manual analysis, however, is often not reproducible, as different people would quantify the image differently and even the same person might attribute slightly different numbers to the same object upon different repetitions of the analysis. Computational analysis also increases the throughput, as thousands of images can be processed, potentially even in parallel on a computer cluster. A third reason for using computational image analysis is that algorithms can detect minute pixel variations that the human eye cannot see [Danuser, 2011]. Finally, results from computational image analysis can directly be used to build systems models and computer simulations of biological processes [Sbalzarini, 2013]. Such simulations can then test whether the hypothesized, simulated mechanism is sufficient to produce the experimentally observed behavior. Perturbation experiments can then show whether it is also necessary. Image analysis is hence the first step toward a systems understanding of spatiotemporal biological processes.

Image analysis is a large and complex field, intersecting with image processing and computer vision. Image processing is a branch of signal processing, interpreting images as multi-dimensional continuous or discrete signals.
Computer vision is the branch of artificial intelligence that tries to teach computers to “see”, i.e., to interpret images. Computer vision has a forty-year history and is a well-researched field. Importing techniques from computer vision can help solve problems in biological image analysis [Danuser, 2011]. Nevertheless, computer vision is not a panacea for bio-image analysis, because computer vision has evolved with different images and goals in mind. The focus in computer vision is on interpreting complex scenes from images with good resolution and signal, i.e., conditions under which also the human eye operates. Such images are typically acquired with digital photo cameras and show objects that are much larger than the wavelength of the light used to image them. This has the important consequences that diffraction effects can be neglected and that imaging noise can be modeled as Gaussian, as the photon count per pixel is high. These assumptions pose different challenges to computational analysis than the images acquired in microscopy. Microscopy images are typically characterized by low signal-to-noise ratios and significant diffraction artifacts. Moreover, the noise is frequently not Gaussian. Low-signal detectors such as (EM-)CCD and CMOS cameras, as well as photo-multiplier tubes and photodiodes, produce dominant Poisson noise, which is overlaid with the Gaussian noise from the electronics. Finally, microscopy frequently acquires 3D or 4D images, whereas digital photography is mostly limited to 2D. The specifics of biological images and their analysis have given rise to the new discipline of bio-image informatics [Peng, 2008, Myers, 2012].

Despite significant advances in the past years, bio-image informatics is still in its early days, and many challenges remain to be addressed. This includes the development of algorithms and software that better utilize the available computer resources in order to allow high-throughout studies and high resolution with large multi-dimensional image data. Second, the topic of uncertainty quantification needs to be addressed, which has so far been poorly dealt with in bio-imaging. If the goal is to be quantitative, i.e., to use imaging and image analysis as measurements in the scientific sense [Dietrich, 1991], one has to know and quantify the measurement errors and their propagation and amplification along the analysis pipeline. Simply having an algorithm that tells us “here is a nucleus” is not of much use in big-data studies, and it prohibits statistical tests on the results. We need to know the probability that there is a nucleus, and the probability that the algorithm failed or produced a wrong detection. Third, we need to develop versatile frameworks and algorithms that can be adapted to different applications without having to re-write the software on a case-by-case basis. This requires theoretical and algorithmic frameworks that are adapted to the specifics of biological images and provide us with systematic and principled ways of including prior knowledge about the imaging process and the imaged objects into the analysis. Fourth, the new algorithms need to be made available to the community as user-friendly, open-source software. These four current challenges equally apply to all image-analysis paradigms and all imaging modalities.

Light microscopy is probably the prevalent imaging modality in biology today, as it allows live-cell imaging and real-time observation of dynamic processes in cells and tissues. Focusing on fluorescence microscopy, we discuss the above four challenges and show for each of them where the field currently stands and what remains to be addressed. First, however, we outline the different paradigms of image analysis, providing a scaffold to structure the discussion. We close this article by highlighting different design approaches and current trends in bio-image analysis software tools, and by summarizing and generalizing our observations.

2 Computational bio-image analysis

Bio-image informatics enables us to address biological questions that could not be addressed otherwise, or only at a much higher cost [Peng, 2008, Myers, 2012]. These questions are naturally posed in terms of biological entities and concepts, such as “do cells in the vicinity of a dividing cell have a higher propensity to divide next during tissue growth?” Bio-image analysis has to bridge the gap between the biological question and the image data. Questions like what it means for a cluster of pixels in an image to be considered a “cell”, how “vicinity” is measured over the pixel grid of an image, and what cell division “looks” like in the table of pixel intensity numbers need to be addressed and formulated as algorithmic recipes that can be programmed into a computer. This entails addressing the “what is where” inference problem over images, just as computer vision does. Quantitative bio-image analysis additionally needs to address the “how much of what is where” problem. This is harder, as more ambiguities exist. Due to the diffraction limit, for example, it is not always possible to distinguish the diffraction-limited bright spot created by a 50 nm object with high fluorophore concentration from that created by a 200 nm object with lower fluorophore concentration. This becomes an issue when one is interested in quantifying the concentration of the labeled protein in small sub-cellular structures (e.g.,
endosomes) as a biologically meaningful readout [Helmuth et al., 2009]. Unique answers can only be found when including problem-specific prior knowledge and calibration into the analysis.

2.1 From specimen to pixels to objects to meaning

Image analysis is a data representation problem, as illustrated in Fig. 1. The information for the final conclusion is already contained in the original specimen, albeit in a very different data representation. Multiple steps are required working one’s way through the data representation hierarchy from the specimen to meaning. The first step is image acquisition. The specimen can be imaged in many different ways, for example using different imaging modalities, different microscopes, different magnifications, different viewing angles, and different fluorescent markers. We call a specific imaging setup a view, leading to a digital image represented as a table of numerical pixel-intensity values. This clearly amounts to information loss, as many different images could be produced from one and the same specimen. Moreover, the intensity values in the pixel matrix are not easily related to actual fluorophore concentrations, since the microscope optics have an imperfect impulse-response function [Hecht, 2001], called the point spread function (PSF), the excitation light intensity may be unknown, and light is absorbed and scattered as it propagates through the sample. In order to bridge to biological meaning, the matrix of pixels hence needs to be interpreted in terms of the objects represented in the image, which can be done using different approaches, as discussed in the following.

All approaches are commonly referred to as image analysis, which aims to extract semantic meaning from images. Image analysis hence takes an image as input and produces object representations as output, for example a
list of nuclei positions and sizes, or a 3D representation of cell shapes in a tissue. After image analysis, the information is hence no longer encoded in pixel matrices, but explicitly available as biologically tangible objects. This is in contrast to image processing, which transforms one image into another image that has, for example, less noise or blur. Examples include image deconvolution and contrast enhancement. Image processing is a sub-field of signal processing and operates within the image domain. Image restoration is a sub-field of image processing that aims to transform an image into one where the uncertainties and errors introduced by the image-acquisition process are reduced.

Image analysis often implies delineating objects represented in the image, a process called image segmentation. Object detection is a sub-task of segmentation that finds occurrences of the objects of interest in the image, and maybe counts them, but does not quantify their shapes. Spatial pattern analysis uses the detected and/or segmented objects to ask the question whether their spatial distribution is random or follows a certain pattern [Lagache et al., 2013]. Interaction analysis is a special case of spatial pattern analysis, asking whether the distribution of one type of objects (e.g., viruses) is independent of the distribution of another type of objects (e.g., endosomes) and, if not, what hypothetical interaction between the two best explains their observed relative distribution [Helmuth et al., 2010, Lagache et al., 2015]. An important analysis in time-lapse video is motion tracking, aiming at following moving objects over time and extracting their trajectories. This requires determining object correspondences across time points and is usually done after object detection or segmentation. Given the detected or segmented objects in each frame of a movie, tracking answers the question which detection in one frame corresponds to which detection in the next frame in the sense that the two are images of the same real-world object at different time points [Bar-Shalom and Blair, 2000]. A wealth of tracking methods exist in biological imaging, both for particle tracking (compared and reviewed in [Chenouard et al., 2014]) and for cell tracking (compared and reviewed in [Masksa et al., 2014]). Most of them are by now integrated in standard software packages. The extracted trajectories of moving objects are rich sources of information about dynamics, types of motion [Shalzarin and Kounoutsakos, 2005, Wieser et al., 2008, Ruprecht et al., 2011], and motion patterns [Helmuth et al., 2007]. This has, for example, been used to analyze virus motion on and inside infected host cells [Ewers et al., 2005, Helmuth et al., 2007, Yamauchi et al., 2011] and to analyze the mobility of single molecules in plasma membranes [Wieser and Schütz, 2008]. For spatially extended objects, one can also track the deformations of their outlines. This involves determining which point on an outline corresponds to which point on the later outline. Solutions based on mechanical ball-and-spring models [Machacek and Danuser, 2006] and level-set methods [Shi and Karl, 2005, Machacek and Danuser, 2006] have successfully been applied. Level-set methods [Sethian, 1999] have hence been used to track the high-resolution outlines of polarizing and migrating keratocytes in phase-contrast movies [Ambühil et al., 2012], and to segment and track fluorescent HeLa and CHO cells [Dzyubachyk et al., 2010]. This allows quantifying objects, their shapes, and temporal dynamics.

From this quantitative information about the shapes, positions, spatial distributions, and motion of the imaged objects, the researcher needs to derive biological meaning and new knowledge. Such meaning may come in the form of annotations of the objects found in the image (e.g., “this bright blob of pixels is a nucleus”), grammar (e.g., “nuclei are inside cells”), or semantics (e.g., “if a nucleus looks condensed and bright, the cell is entering mitosis”). This high-level interpretation of the image is application-specific and necessarily includes prior knowledge about what has been imaged. Otherwise, an image of fluorescently labeled virus particles on a cell membrane would be hard to distinguish from a photograph of the starry sky at night.

Including prior knowledge and interpreting the data inevitably introduces uncertainty. Indeed, errors and uncertainties are introduced at every stage of the image-analysis process and are propagated downstream. This includes uncertainties in the specimen itself, such as unknown labeling densities and blinking fluorophores [Annibale et al., 2011]. Additional uncertainties are introduced by the view, i.e., the image acquisition process. This includes light scattering in the sample, aberrations from the optics, and noise from the photon-detection process and the electronics in the camera. Image processing and analysis are also not perfect and may amplify noise, introduce false detections, quantification errors, and missed detections. This is not limited to computational image processing; also humans make mistakes when interpreting and quantifying images. Finally, the interpretation of the resulting information is subject to uncertainties, as we are often implicitly assuming a model that may not be correct. Ideally, all of these uncertainties and errors should be known and quantified, and their influence on downstream results bounded. Else it is impossible to decide whether an observed difference between two analyzed images is due to biological differences in the specimen, or just due to analysis artifacts.
2.2 The forward and the inverse problem

It is common to distinguish between the forward problem and the inverse problem in imaging, as illustrated in Fig. 2 for the case of fluorescence microscopy. The forward problem consists of finding a predictive model, the forward model, of the image-formation process. For a known or hypothesized specimen, this model predicts the image. The inverse problem entails reconstructing the specimen from a given observed image. Due to blur, noise, and other uncertainties introduced during image acquisition, there is usually no unique solution to the inverse problem, or its solution is unstable, which is why the inverse problem is called “ill-posed”. A solution can only be found by including application-specific prior knowledge to regularize the problem. This prior knowledge can for example be the limit curvature of lipid membranes, or the PSF of the microscope. The solution space of the inverse problem is then restricted to those solutions that are compatible with the prior knowledge, eventually leading to a unique answer when sufficient prior knowledge is included.

But how much prior knowledge is sufficient? In the absence of a closed theory, the pragmatic approach in bio-image analysis is to match the analysis aims and tools to the level of detail required by the biological question. Questions such as whether a co-localization study should account for fluorophore blinking and chromatic aberration, or not, are largely decided opportunistically with the final aim of the analysis in mind. This can be seen as a heuristic way of deciding which prior knowledge to include into the analysis.

2.3 Bayesian, or not?

Image analysis considers the inverse problem and is therefore an inference task. The goal is to infer shapes, locations, and distributions of the imaged objects from the acquired images. As in any inference task, there are two views of the problem: frequentist and Bayesian. Frequentist inference draws conclusions from the data by looking at frequencies of occurrence. For example, thresholding considers a pixel to be part of an object if its intensity is in the upper 10% of all pixels in the image. Bayesian inference draws conclusions that have high probability of explaining the data given the prior expectations.

While both approaches include prior knowledge, e.g., about how the image has been acquired or the experimental design, the Bayesian approach formalizes the prior knowledge in the mathematical form of a Bayesian prior. Prior knowledge and a Bayesian prior are hence not the same, and in frequentist inference the former is present without the latter. In Bayesian inference, the inclusion of prior knowledge is also not necessarily limited to the prior, but may also enter other terms, such as the likelihood.

Bayesian inference is based on Bayes’ theorem, as illustrated in Fig. 3. Applied to image segmentation, the theorem states that the segmentation that is most likely to produce the observed image when run through...
the given forward model is obtained by maximizing a quantity called the \textit{posterior}, which is proportional to \(\propto\) the product of two known and computable terms: The first term is called the \textit{likelihood} and it quantifies how likely it would be to observe the given image if the hypothetical segmentation were true. This is often done by measuring the difference between the observed image and the one predicted by the forward model for the hypothetical segmentation. The smaller this difference, the more likely the segmentation is. The second term is called the \textit{prior} and it measures the \textit{a-priori} probability that the hypothetical segmentation is correct, irrespective of the image observed. This could, e.g., attribute lower probability to membrane segmentations that are highly curved, formalizing our prior knowledge that lipid membranes tend to form smooth shapes.

All terms in Bayesian inference have the meaning of probabilities. However, given that in image analysis and experimentation it is often more natural to talk about \textit{evidence} rather than \textit{probability}, a theory like the Dempster-Shafer Evidence Theory might provide a more appropriate interpretation [Shafer, 1976]. The key difference is that evidence does not have to sum up to 1, as probability does. Probability is the “chance” of there being two touching cells in the image, as opposed to a single cell. Evidence is the “degree of belief” that there is one or two cells. If the image is so blurry that one cannot decide whether it is one or two cells, one could give a low value to the probability of there being two cells. Since probabilities have to sum to 1, however, this implies a high probability that there is one cell. The statement hence inevitably becomes: “I am very certain that there is only one cell.” This is not the same as: “I cannot decide whether there is one or two.” If one cannot decide, this means there is neither compelling evidence for one, nor for two cells. Since evidence does not have to sum to 1, one could hence simultaneously give low evidence to both possibilities.

In summary, there are three inference frameworks for image analysis: frequentist inference, Bayesian inference, and evidence theory. The first two currently dominate the field.

3 Image analysis paradigms

Irrespective of the inference framework used, there are different philosophies and approaches to image analysis. Each of them has its own way of interpreting images and of including prior knowledge, and comes with its own set of advantages and caveats. The approach implemented in a given software largely defines what the software is in principle able to do, and what not. We discuss the three most prominent paradigms below, focusing on how to convert an image, stored as a matrix of pixel values, to quantitative information about the features and objects represented in it.

3.1 The filter-based paradigm

The filter-based approach to image analysis consists in applying a series of arithmetic operations to the pixel-intensity values in order to isolate or reveal objects of interest, or compute object segmentation masks. Prior knowledge is included in the filter design. In order to detect bright spots in an image, one could for example run a band-pass filter over the image to reduce noise and background, and then use a relative threshold filter to select all local maxima that are brighter than a given threshold [Crocker and Grier, 1996]. More advanced approaches to spot detection use multi-scale wavelet filters [Olivo-Marin, 2002].

Filters are classified into linear and non-linear, shift-invariant and shift-variant, discrete (digital) and continuous (analog). Linear filters only compute linear combinations of the pixels in the input image, for example weighted
sums or differences. Non-linear filters apply arbitrary non-linear operations. Shift-invariant filters always perform the same operations regardless of where in the image they are applied. For example, they always compute the average of all neighbors of a pixel, regardless of which pixel is at the center. Shift-variant filters perform different operations depending on where they are shifted to, e.g. using a different PSF in different parts of the image. Discrete filters operate on discrete pixel lattices with discrete intensity levels, whereas continuous filters can also be evaluated at sub-pixel locations and may produce non-integer intensity values. Since digital images are discrete by nature, continuous filters are often based on assuming certain continuous basis functions, like Splines or Bézier curves. Any linear shift-invariant filter amounts to convolving the input image with a filter kernel and can hence be efficiently computed as a convolution.

Most filter-based approaches are found in image processing, including prominent examples such as the fast Fourier transform [Cooley and Tukey, 1965], wavelet transforms [Chan and Shen, 2005], thresholding [Otsu, 1975], edge-detection [Canny, 1986], anisotropic diffusion filters [Perona and Malik, 1990], and image naturalization [Gong and Sbalzarini, 2014] (see Fig. 4). A special case are the discrete filters used in mathematical morphology [Najman and Talbot, 2010]. In image analysis, a famous filter-based method is watershed segmentation [Najman and Schmitt, 1996], which is a combination of linear shift-invariant filters to determine the seeds for a subsequent watershed transform [Meyer et al., 1997] from mathematical morphology. Filter-based approaches to motion tracking notably include those based on pixel cross-correlations [Willert and Gharib, 1991] and split/merge data-association filters, which are however often augmented with Bayesian model-based approaches for multi-hypothesis tracking [Genovesio and Olivo-Marin, 2004]. Approaches combining Gaussian filtering with mathematical morphology and thresholding are routinely used for single-particle detection [Sbalzarini and Koumoutsakos, 2005] and filament segmentation [Ruhnow et al., 2011].

Due to their explicit nature, filter-based approaches are computationally fast. They are, however, typically specialized. Filter-based approaches are designed specifically to the task. They provide less flexibility to adapt to different tasks than machine-learning and model-based methods do. Moreover, filter-based approaches typically have a large number of parameters that need to be adjusted and tuned. Depending, for example, on how one sets the threshold in a thresholding filter, one can get any result one wants. Often, there is no good a-priori criterion to tune the parameters, leaving us with arguments like “it gave me what I wanted” or “it looked best” that fundamentally go against the idea of image quantification. Finally, filter-based image analysis yields a label of the image (e.g., a binary segmentation mask), from which objects and object information yet need to be extracted. While this can be as straightforward as finding connected components, it can also be more sophisticated, like in Largest Contour Segmentation (LCS) [Manders et al., 1996] where multiple segmentations/objects are found for different thresholds and combined afterwards.

3.2 The machine-learning paradigm

The machine-learning approach is based on detecting patterns in numerical features computed from the image (reviewed in Ref. [Shamir et al., 2010]). This can mean classifying each pixel to be either part of an object, or not. However, the approach is not limited to pixels, and also patches and whole images can be classified, e.g., whether they contain cells or not. This classification is done based on features that are computed for each pixel or over the whole patch/image. The simplest feature is the (average) intensity. More advanced features include texture [Li et al., 2003, Orlov et al., 2008], gradients [Orlov et al., 2008], and shape [Etyngier et al., 2007]. The machine-learning approach could, e.g., classify all bright regions with rough texture as belonging to a nucleus, or all images that contain curve-like shapes as images of filaments. Machine learning can also be used to classify spatial patterns without prior segmentation [Huang and Murphy, 2004]. The machine-learning approach is frequently combined with the filter-based approach by either computing features of a filtered image where, for example, edges have been enhanced, or by computing features using filters.

Machine learning can follow either an ununsupervised or a supervised approach [Cherkassky and Mulier, 1998, Duda et al., 2000, Bishop, 2007]. In unsupervised learning the pixels/images are grouped according to their features using, e.g., clustering techniques. This yields “sub-populations” that have similar features within, but different ones across. Frequently, the assumption is that pixels or images of the same sub-population show the same type of objects, e.g., nuclei. In the supervised approach, the classification is learned from examples. The algorithm first has to be “trained” using pre-classified examples from each class. This typically means segmenting or classifying a number of images by hand in order to train the algorithm. The number of examples required for training depends on the number of features and the learning algorithm used. Prior knowledge is included both
in the design of the learning algorithm and in the choice of features used for classification [Hong et al., 2008]. Image information that is not captured by the selected set of features is lost. In the supervised approach, prior knowledge is additionally included in the training examples selected.

Machine learning is particularly popular for complex images, like electron microscopy images, MRI and X-ray images, and histological sections. In these images, texture and context often play an important role in detecting objects, hampering the design of generic filters or models. There, machine learning has for example been used to segment brain MRI images using supervised artificial neural networks [Reddick et al., 1997], to segment tumors in MRI images [Zhou et al., 2005], and to detect microcalcifications in mammograms [El-Naqa et al., 2002]. Classification of image patches or whole images has, e.g., been used to classify sub-cellular patterns without previous cell segmentation [Huang and Murphy, 2004]. This approach is particularly prevalent in histology [McCann et al., 2012] and pathology [Fuchs et al., 2008, Fuchs et al., 2009, Orlov et al., 2010], where entire images are often scored, e.g., for lymphoma detection [Orlov et al., 2010]. This approach is illustrated in Fig. 5, where supervised classification of image patches is used to detect different tissue types, followed by classifying the overall histological score for the whole image. Frequently used image feature sets include weighted neighbor distances (WND) [Orlov et al., 2008], scale-invariant features (SIFT) [Lowe, 1999], binarized statistical image features (BSIF) [Kannala and Rahtu, 2012], and basic image features (BIF) [Crosier and Griffin, 2010]. State-of-the-art supervised learning algorithms for image analysis include random forests [Breiman, 2001], regression tree fields [Jancsary et al., 2012], and deep neural networks (“deep learning”) [Ciresan et al., 2012]. Machine learning approaches to motion tracking started with using Support Vector Machines [Schölkopf and Smola, 2002], a popular supervised classification method, to track optical flows [Avidan, 2004]. Later, this was generalized to Relevance Vector Machines that predict displacements rather than detecting flow, hence leading to a model-based Bayesian learning paradigm [Williams et al., 2005].

Machine-learning methods provide more flexibility than filter-based methods, albeit at the expense of higher computational time. Supervised approaches are particularly flexible, as they can be trained by example to solve a variety of image-analysis problems. Having to manually annotate and select the training samples, however, is additional effort. Moreover, the final analysis depends on the chosen training data, hence introducing additional user bias that is not present in other methods. Usually, one wishes to keep the feature set as small as possible, as the computational cost and the error rate of machine-learning algorithms grow with the number of features.

Figure 4: Example of a typical filter-based workflow: image naturalization for denoising and contrast enhancement [Gong and Sbalzarini, 2014]. (a) The first filter computes the gradient of the input image by applying forward finite-differences, subtracting each pixel intensity $I(i, j)$ from its top and right neighbors. (b) The second filter scales each pixel intensity by a value $k$ that is automatically determined so that the naturalized image has a gradient histogram that fits the one expected from natural-scene images [Gong and Sbalzarini, 2014]. (Original image from: American Microscopical Society, Winner of the 2004 Bauchsbaum Prize (amicros.org); Lee&Matus, U Hawaii, confocal image of *P. daima* larva of the nemertean *Cerebratulus sp.*).
Figure 5: Example of a typical machine-learning workflow: automatic scoring of histology sections for colitis detection. (a) The machine-learning classifier is trained by the user manually labeling the tissues in several example locations. (b) After training, the classifier can be used to segment the image and automatically assign tissue class labels everywhere. From these, the final histological score is computed. The example shown here uses the Random Forest classifier from WEKA [Hall et al., 2009] on the WND-CHARM [Orlov et al., 2008] image features. Prior to training, 22 out of the 1025 features were determined to be important for the problem (feature selection). (Original image from: Institute of Physiology, University Hospital Zurich, mouse colitis histology section; Segmentation and classification by Dheeraj Mundhra, MOSAIC Group.)

3.3 The model-based paradigm

The model-based approach does not operate on the pixels of the observed image, but rather estimates a model of the imaged scenery that is most likely to explain the observed image. The image is hence only used as a gold standard to compare with. A key ingredient is how a hypothetical segmentation or scenery is compared with the image, and how the result of this comparison is used to iteratively refine and improve the former. Approaches range from comparing image intensities [Kass et al., 1988] or gradients [Lin et al., 2003] to including a predictive model of the image formation process [Helmuth et al., 2009]. The latter is illustrated in Fig. 6, where the segmentation is iteratively updated until the output of the forward problem (see Sec. 2.2) fits the observed image as closely as possible.

Model-based image analysis requires up to three models to be specified: the object model, the imaging model, and the noise model. In many cases, not all three are present, or some are implicitly assumed to be, e.g., the identity map or a Gaussian. The imaging model describes the noise-free image-formation process, predicting the
Figure 6: The model-based approach: an imaging model is used to predict the expected image for a given, hypothetical segmentation. This predicted image is then compared with the actually observed image and the segmentation is adjusted to minimize the difference between the two. The specific metric used to quantify the difference implicitly defines the noise model one assumes. The object model defines what shapes, deformation, and intensity distributions are admissible for the segmentation (Credit: Jo Helmuth, MOSAIC Group).

image one would expect (over the statistical distribution of the noise) to see when imaging a particular scenery. A simple imaging model for a fluorescence microscope is the convolution with the PSF [Linfoot and Wolf, 1956, Zhang et al., 2007], neglecting any noise. For phase-contrast microscopy, the imaging model is more complex [Yin et al., 2010]. If the image-formation process is not to be accounted for, the imaging model can also be the identity map. If the comparison is not done on pixel intensities, but on other features, such as intensity gradients, the imaging model computes these features [Lin et al., 2003]. The hypothetical sceneries that are scored by the imaging model correspond to different realizations of the object model. The object model defines the admissible sceneries and parameterizes them. A simple object model for a nucleus could be a sphere, parameterized by its center location and radius. For each realization of this model, i.e., concrete values for center and radius, the imaging model predicts how the image features of that nucleus would look like (e.g., bright spot around the projection of the sphere with some diffraction blur at the boundary). The imaging and object models can be arbitrarily complex and may even include physics-based numerical simulations. For example, segmenting cardiac deformation from ultrasound images has been done using a finite-element simulation of the mechanics of the myocardium as an object model [Papademetris et al., 1999]. Finally, the noise model specifies the statistical distribution of the imaging noise, hence providing statistical significance to the comparison between imaging model and data. In the simplest case, the noise model defines how to compare the imaging-model output with the image data [Paul et al., 2013]. Assuming Gaussian noise on the data, one would for example compare images by the sum of squared pixel-intensity differences. Other noise models lead to different comparison metrics [Chesnaud et al., 1999, Martin et al., 2004, Paul et al., 2013]. In many cases, the noise model is not explicit, but implicitly assumed, e.g., in the way the imaging model is evaluated, or in the features of the image used for the comparison.

Model-based approaches are mostly classified with respect to the model assumptions. Examples include piecewise constant object models that assume the intensity within each object to be uniform (Fig. 7). Piecewise smooth object models allow for intensity gradients within an object (Fig. 8). Deconvolving imaging models account for the PSF of the microscope (Fig. 7). Data-driven models try to fit features (e.g., gradients) learned from data. A second classification is with respect to the algorithm used to determine the best scenery. Examples include statistical estimators [Zhu and Yuille, 1996], variational solvers [Chan and Shen, 2005], sampling schemes and random fields [Geman and Geman, 1984], combinatorial optimizers [Blake et al., 2011], graph-based optimizers [Boykov et al., 2001], dynamic programming [Nilsfar and Perkins, 2014], and greedy gradient descent [Kass et al., 1988].

A dynamic-programing approach was, for example, used for whisker tracing (filament segmentation) in behavioral videos of mice, by Bayesian inference over a whisker object model (called “detector” therein) [Clack et al., 2012]. Additionally including an imaging model, model-based image analysis has been used to determine deconvolved segmentations without computing a deconvolution [Helmuth and Sbalzarini, 2009, Helmuth et al., 2009]. Because the imaging model accounts for PSF blur and imaging noise, the segmentations in Fig. 7 jointly solve the deconvolution and segmentation tasks [Paul et al., 2011, Paul et al., 2013]. This is beneficial when segmenting small objects near the diffraction limit, like the Rab5-GFP endosome domains in Fig. 7. The model-
Figure 7: Example of model-based image segmentation, accounting for the Point Spread Function (PSF) of the microscope to get high-resolution outlines of small intracellular objects [Helmuth et al., 2009, Helmuth and Sbalzarini, 2009]. The images show maximum-intensity projections of confocal z-stacks of fluorescently labeled Rab5, a protein localizing to endosomes. (a) The red outlines show the resulting object boundaries using deconvolving active contour segmentation [Helmuth et al., 2009, Helmuth and Sbalzarini, 2009]. (b)–(e) Time-lapse sequence of reconstructed Rab5–GFP outlines illustrating a fusion event (arrow). (raw images: Greber lab, University of Zurich; segmentations: Jo Helmuth, MOSAIC Group.)

Model-based approach also allows including physical properties of the imaged objects, such as bending stiffnesses of lipid membranes, hence ensuring that the image-analysis result corresponds to a physically feasible membrane configuration. This can be useful, e.g., when studying cell-edge dynamics in polarizing and migrating keratocytes [Ambühl et al., 2012]. Efficient 3D methods for model-based image segmentation are also available [Boygkov et al., 2001, El-Zehiry and Elmaghraby, 2009, Cardinale et al., 2012] and topological constraints on the objects can be accounted for [Cardinale et al., 2012] (Fig. 8). Data-driven models have been used to robustly segment dense and touching nuclei in fluorescence microscopy images using a gradient model [Lin et al., 2003]. Model-based approaches are also popular for motion tracking [Kalaidzidis, 2007, Kalaidzidis, 2009], for example based on a model of how the objects move [Crocker and Grier, 1996], using approximate graph matching to fit a model to the data [Vallotton et al., 2003], using approximate combinatorial optimization methods for model fitting [Sbalzarini and Koumoutsakos, 2005, Ruhnau et al., 2011, Jaqaman et al., 2008], using Kalman filters based on linear state-space models [Li et al., 2006, Li et al., 2007], using particle filters based on non-linear state-space models [Hue et al., 2002, Smal et al., 2008, Cardinale et al., 2009], using Bayesian probabilistic models for multi-target tracking [Genovesio and Olivo-Marin, 2004] and multiple hypothesis tracking [Cox and Hingorani, 1996], and using integer-programming optimization over graph-based motion and appearance models (factor graphs) [Schiegg et al., 2013].

Model-based image analysis includes prior knowledge via the imaging, noise, and object models. While only the latter constitutes a prior in the Bayesian sense, all encode prior knowledge. Postulating the wrong models leads to wrong results. Therefore, the model-based approach is particularly suited to clear-cut cases, like fluorescence microscopy, where the object and imaging models are suggested by physics. But even when using appropriate models, the resulting optimization problem can be difficult to solve and is often restricted to local optimization starting from a user-specified initial segmentation [Kass et al., 1988, Helmuth et al., 2009, Helmuth and Sbalzarini, 2009, Cardinale et al., 2012] (Fig. 8). This is relaxed in globally optimal methods, which are independent of initialization and guarantee that there is no other result that would explain the image better than the one found [Pock et al., 2009, Brown et al., 2011, Paul et al., 2011, Paul et al., 2013]. While this result may still be wrong, it uses all the information available in the image and represents the best-possible result under the assumed models [Rizk et al., 2014]. This is a strong statement that is much harder to make in the filter and machine-learning paradigms. Another important advantage of model-based methods is that they are physics-based and the same algorithm can be used for a variety of cases by swapping the model. Switching from fluorescence to phase-contrast images can be as easy as replacing the imaging model accordingly, leaving the algorithm unchanged. Finally, model-based approached directly yield objects and object properties. They hence unite image labeling and image-to-object transform into a single step.
Figure 8: 3D model-based segmentation of germ cells in a zebrafish embryo. (a) The raw 3D confocal image stack, showing three cells with a fluorescent membrane staining. The intensity is inhomogeneous, with the background over the top of the cells brighter than the interior at the bottom of the cells. (b) Initial segmentation provided by the user to the algorithm from Ref. [Cardinale et al., 2012]. (c)–(f) Evolution of the outline as computed by the algorithm, converging to the final segmentation using a piecewise smooth object model and a fluorescence imaging model. (Raw image: Mohammad Goudarzi, University of Münster; segmentations: Janick Cardinale, MOSAIC Group.)

4 Challenges in computational bio-image analysis

There are currently four major challenges in computational bio-image analysis: large and multidimensional data, uncertainty quantification, more generic algorithms, and collaborative open-source software. In addition, there are several challenges in related areas, such as image databases [Swedlow et al., 2003], annotation systems [Peng et al., 2010], and gold standards for testing and benchmarking of algorithms [Rajaram et al., 2012, Vebjorn et al., 2012]. Together with the advancements in optics, microscopy, and labeling techniques, these developments will enable unprecedented image-based studies.

4.1 Large and multi-dimensional data

In bio-image analysis, big data comes in two flavors: many images or large images. The former is typically the case in high-throughput screens [Collinet et al., 2010] and can be dealt with by distributing the images over multiple computers for analysis. The latter is a feature of multi-dimensional and high-resolution imaging techniques, such as imaging mass spectrometry [Stoeckli et al., 2001] and light-sheet microscopy [Huiskens et al., 2004, Engelbrecht and Stelzer, 2006] and requires solutions within a single image. This can, for example, be done by multi-scale image representations, such as scale-space approaches [Witkin, 1984] and super-pixels [Xu and Corso, 2012], akin to the “Google Maps” zooming function.

But what to do if the imaging equipment delivers data at a faster rate than what can be written to hard disks? Recent microscopes with CMOS cameras, for example, deliver 3D images at a rate of 1 GB/second, per camera. A setup that uses two cameras hence produces 180 TB of data a day [Reynaud et al., 2014]. This is faster than any hard disk or other permanent storage system could archive the images and raises data-handling and storage issues that have so far been confined to the high-performance computing and particle physics communities [Tomer et al., 2012, Weber and Huiskens, 2012]. Storing all raw images that come from such microscopes is infeasible. Using lossless data compression techniques, however, fast networks are able to stream the data directly into a computer cluster, where it can be distributed across multiple computers for analysis. Only the analysis results are then stored, e.g., the positions of all nuclei or the shapes, sizes, and locations of all cells in the tissue. If the analysis is to be repeated, it is quicker to image another sample than to archive the raw data, read it back, and re-run the analysis. This trend is also observed in large computer simulations running on supercomputing systems and is known there as the “data gap” [Sbalzarini, 2010]. Analysis results and visualizations are hence determined at runtime, and if later a new variable is to be measured or a new feature to be computed, the whole simulation is re-run.
Figure 9: Domain-decomposition approach to deal with big image data. A large image is subdivided into several smaller sub-images that are each given to a different computer or cluster node for processing. The different computers (0 to 7 in this example) communicate with each other over the network whenever segmentations cross sub-image boundaries. This ensures that the overall segmentation is the same that would have been obtained on a single computer. The distributed result, however, is computed faster (here: about 8 times faster) and using less memory on each computer. (Raw image: Dr. Liberati, University of Zurich; distributed segmentation by Yaser Afshar, MOSAIC Group.)

Not storing the raw data comes with two requirements: (1) The analysis software needs to run real-time, possibly distributed across multiple computers. (2) The confidence intervals and uncertainties of the analysis results need to be known and stored along with the results.

The first requirement is of technical nature. Individual computer processor cores are not getting faster any more at the rate they used to. Instead, chip manufacturers pack multiple cores into each processor and have them operate in parallel. Leveraging this speedup, however, requires that algorithms are designed and implemented with parallelism in mind. This is often not straightforward and requires re-thinking many image-analysis algorithms. One way that is currently uncommon is to distribute each image. Instead of having one processor core analyze image after image, the images are divided into smaller sub-images that are scattered across multiple cores (see Fig. 9). Each core then works on its part of the image and they exchange information with the other cores over a computer network in order to collectively solve the global analysis task in a fraction of the time it would take a single core to do so [Nicolescu and Jonker, 2000]. This requires image-analysis algorithms that can be divided into concurrent work packages with as little cross-dependencies as possible [Seinstra et al., 2002]. Every dependency causes network communication overhead, which keeps the involved processor cores from working during that time. Modern computer hardware, such as graphics processing units (GPUs) and heterogeneous many-core processors, have up to a thousand parallel cores that need to be kept busy and orchestrated. It is hence essential that we develop algorithms that map well onto such computer architectures [Galizia et al., 2015], like the example of motion tracking using parallel distributed particle filters [Demirel et al., 2014a] implemented using the PPF software library [Demirel et al., 2014c].

The second requirement when not storing the raw data is uncertainty quantification. If one only stores the analysis results, but not the raw images, it is impossible to later go back and check whether there really was a nucleus in that strange outlier image, or not. We would never know how much of the data is noise, and what is signal. Storing proper confidence intervals would, however, tell us that the probability that there actually was a nucleus is 10%. So we know that the data point is not to be trusted, because the algorithm was not sure about what it “sees” in that image. Storing the analysis results with their associated uncertainties enables statistical significance tests in order to decide whether an observed difference between samples is real, or not. This links to the challenge of uncertainty quantification.

4.2 Uncertainty quantification

The previous example describes a situation where uncertainty quantification is indispensable. But it is useful in far more cases. An algorithm for segmenting cells in a tissue could, for example, automatically detect regions in the image where it cannot determine the correct segmentation and flag the user to look specifically at those regions when manually post-processing the result. This would greatly reduce the proofreading overhead. One could then also specify a confidence level and instruct the algorithm to only flag cases where the result is less than, say, 95% likely to be correct. If a mutant or knock-down then shows less than 5% difference in the readout,
we know that this is not significant and could as well be explained by image-analysis errors. Clearly, uncertainty quantification is desirable and useful.

Unfortunately, uncertainty quantification is a hard problem and has therefore not received much attention in image analysis so far. It is often difficult to express uncertainty “scores” as true probabilities, because the normalization is unknown. Evidence theory [Shafer, 1976] could hence provide a more straightforward way of expressing uncertainty (see Sec. 2.3). Regardless of their expression and interpretation, however, uncertainties in biological image analysis mainly arise from three sources:

1. The noise in the raw image is propagated through the computational analysis pipeline, leading to (potentially amplified) noise and uncertainty in the analysis result.

2. The algorithm may terminate with a solution that is not the best possible one, leaving some uncertainty about how far from the best solution one landed.

3. The prior knowledge on which the algorithm is based may not adequately describe reality, leading to uncertainty about how much of the result is due to this inadequacy.

Source (1) is particularly prevalent in fluorescence microscopy, where the imaging noise if often significant. This noise may be further amplified by the image analysis. Consider, e.g., an edge detector that computes differences between pixels, or a watershed filter that compares which of two pixels is brighter. If both pixel intensities are noisy to within ±10%, the difference is noisy to within ±20% and the watershed may go down the wrong way. The noise is hence amplified, leading to results that are less reliable than the original data. A famous example of a noise-amplifying process is deconvolution. Source (2) is mostly important in machine-learning and model-based methods, were the final estimated classification or scenery may not be the global optimum over all possibilities, but only a local optimum over a subset of tested possibilities. Source (3) is again relevant to all three paradigms, since all of them include prior knowledge in the filter design, feature selection, or model specification that could be wrong or inadequate.

Ideally, we quantify the uncertainty in the final result due to the combined effects of all three sources, or at least provide an upper bound for it. Unfortunately, this problem is hard [Halpern, 2005]. Ground truth is not available, synthetic benchmark images frequently do not share the intricacies of real images, a theoretical framework for inference over images is lacking, and theoretical performance guarantees are not available for many algorithms. Nevertheless, several promising approaches can be identified.

The first approach includes efforts to generate hand-segmented benchmark image collections [Vebjørn et al., 2012]. The accuracy and robustness of algorithms can be tested on these image collections and scored against the manual gold standard. This approach works as long as the images that the algorithms are later going to be applied to are similar to the benchmark images. Since they are not going to be exactly the same, though, this introduces uncertainty about the uncertainty quantification. Moreover, the manual gold standard is not free of human error. Both points are somewhat relaxed by using synthetic ground truth [Rajaram et al., 2012]. There, ground truth is known without uncertainty, and the forward model used to generate the synthetic images can be adapted to different acquisition conditions. The key difficulty, however, is to provide sufficiently realistic (in shape, noise distribution, fluorophore blinking etc.) ground truth and forward models. Using inappropriate models again leads to uncertainty in the uncertainty estimate, according to source (3) above. Realistic shapes can, for example, be generated by sampling from shape spaces learned from training images [Murphy, 2012]. This, however, introduces uncertainty with respect to the training data chosen for learning the shape space.

The above approaches to uncertainty quantification are data-centric. There are, however, also algorithm-centric approaches that relax the data dependency to some extent. Source (1) can, for example, be addressed by error-propagation analysis of the involved algorithms. The conceptual idea is to re-run the analysis for different random input perturbations and see how the results vary. This is commonplace in scientific computing, where a wealth of efficient methods has been developed, including spectral uncertainty quantification [Le Maître and Knio, 2010], simplex stochastic collocation [Witteveen and Iaccarino, 2012], and generalized polynomial chaos expansion [Xiu and Karniadakis, 2002, Xiu, 2009]. However, these are still rarely used in image analysis, with exceptions like OMEGA that uses error propagation in particle-tracking analysis (https://github.com/OmegaProject).

Most algorithm-centric approaches so far have focused on source (2) by quantifying the residual discrepancy between the model output and the real image. These approaches do not require ground truth, but rather measure model-fitting errors. They hence only provide a lower bound on the real uncertainty and usually do not
yield proper probabilities, but rather evidence [Shafer, 1976]. The simplest approach is to use the residual value of the posterior probability as a proxy for result certainty [Paul et al., 2013] (Fig. 10a). More sophisticated approaches use Markov-chain Monte Carlo sampling [Geman and Geman, 1984, Chang and Fisher III, 2011] or Approximate Bayesian Computation [Marjoram et al., 2003] to sample from the probability density of the posterior and get an idea of the distribution of potential results. This has, e.g., been used to provide uncertainty estimates in microtubule tracking [Cardinale et al., 2009] (Fig. 10b), model-based segmentation [Cardinale, 2013] (Fig. 10c), and multi-scale approaches [Kohli et al., 2010]. In addition, theoretical performance guarantees are available for some optimizers and estimators used in model-based methods. Examples include graph cuts [Boykov et al., 2001], Markov random fields [Geman and Geman, 1984], and photometric estimators based on information theory [Paul et al., 2013]. While these error bounds do not provide a probability distribution, they give an idea of the interval within which the correct lies. These intervals, however, are in the model-fitting energy and not in object space. If the energy is flat (i.e., has a small gradient), the result might be arbitrarily wrong and still have similar energy. This problem is addressed by the concept of diversity solutions, which are alternative segmentations or analysis results that are all about equally likely to be true, but may look very different [Ramakrishna and Batra, 2012, Batra et al., 2012]. Using diversity solutions, a segmentation algorithm could for example express its uncertainty about two overlapping blobs of high intensity being two individual touching objects, or one fused object. Ideally, globally optimal methods are guaranteed to find the best solution and are hence free of source-(2) uncertainty [Pock et al., 2009, Brown et al., 2011]. This, however, is only possible for simple object and imaging models, trading off uncertainties of source (3).

Source (3) is a classic issue in machine learning, called model misspecification error. To our knowledge, it has so far not been addressed in image analysis. One way to do so could be to combine machine-learning and model-based methods on the same problem. Looking at the discrepancy between the results could provide an estimate of how much uncertainty is explicable by modeling errors.

Finally, rather than asking how well a given algorithm performs on an image, one could ask how well any algorithm could possibly perform. For example, with what uncertainty is one able to quantify the center of a point source from a fluorescence microscopy image given the finite number of photons recorded? These are questions about absolute, often information-theoretic, bounds. For point localization, the problem has been solved using the concept of Cramér-Rao bounds, providing a lower bound on the estimation error any algorithm must necessarily make, given the photon count [Ober et al., 2015]. For two- and three-dimensional objects, however, no such bounds are known yet. The situation is considerably more complex there, since neighboring photon sources are correlated though the (unknown) geometry of the sample.

4.3 Generic algorithms

A current shortcoming in bio-image analysis is the tendency to treat every problem as a special case and develop a new algorithm or software for each project, to solve exactly the specific problem of that project. While this case-by-case approach and the associated “whatever works” mentality mostly lead to the desired results, they are wasteful and not scalable. Not only does it take a long time to come up with and implement a new analysis algorithm, it is a recipe for reinventing the wheel. Research groups hire image-processing specialists and computer programmers that often reinvent or re-implement what was already there in another group, and central image-processing facilities (if existent at all) drown in unrelated requests and don’t find time to provide more general, unifying solutions. One of the most precious features of an algorithm is its generality. A strong trend in the field hence goes toward developing and implementing algorithms that are more generic and that are applicable to more than just one case or imaging modality. This also includes collections of canned algorithm building blocks and software libraries that can be used by computer programmers to more rapidly build workflow solutions from proven components (see also Sec. 4.4).

On the algorithmic level, there are three main axes of generality: (1) combining multiple tasks into one, (2) extending the class of problems that a given algorithm can deal with, (3) rendering an algorithm parameter-free.

The first point could, e.g., include combining image restoration with segmentation and photometry. An example are deconvolving active contours [Helmuth and Sbalzarini, 2009] (see Fig. 7) that combine image deconvolution with segmentation by directly providing segmentation results that are compatible with the microscope’s PSF. Along the same lines, image denoising, deblurring, and segmentation have been combined into a single step using the concept of Sobolev gradients [Jung et al., 2009]. Segmentation has also been combined with denoising,
Figure 10: Approaches to uncertainty quantification in image analysis. In all approaches, the input image (left) is first transformed to a probability or evidence map, from which the result is then computed. (a) In the approach of Ref. [Paul et al., 2013], the residual of a globally optimal model fit is used to estimate a probability map for each pixel to be part of an object. Thresholding this map at different probability cutoffs gives different alternative segmentations for different confidence levels (i1–i3). (b) The approach from Ref. [Cardinale et al., 2009] applied to tracking microtubule tips using particle filters [Demirel et al., 2014b]. The particle filter tries many different possible model fits in order to form a cloud of possible tip localizations (middle). Using the resulting particle representation of the posterior [Demirel et al., 2014b], the most likely tip positions and their variances can be extracted. (c) The approach from Ref. [Cardinale, 2013] uses Markov-chain Monte Carlo sampling to sample many possible segmentations from the model posterior. This yields an unnormalized evidence map (darker means higher evidence) from which iso-surfaces can be computed. These iso-surfaces contain the correct segmentation with the indicated evidence. (Image sources: input image in (a) from Grégory Paul, MOSAIC Group, synthetic test image; input image in (b) from Barra lab, ETH Zurich, fluorescently labeled spindle-pole bodies (SPB) and spindle tip in dividing S. cerevisiae; input image in (c) from Basler lab, University of Zurich, fluorescently labeled membranes in a D. melanogaster wing imaginal disc; result in (a) by Grégory Paul, MOSAIC Group; results in (b) and (c) by Janick Cardinale, MOSAIC Group.)
deconvolution, and inpainting into a single level-set or split-Bregman model-based algorithm [Paul et al., 2013, Paul et al., 2011], as implemented in the Squash plugin for Fiji and ImageJ [Rizk et al., 2014]. Jointly solving the image restoration (e.g., denoising, deconvolution, dehazing, inpainting) and segmentation problems leads to better results than doing so sequentially [Paul et al., 2013]. The reason is that while both individual problems are ill-posed, they naturally regularize each other when considered jointly. Computing a deconvolution, e.g., is ill-posed because there is a multitude of results that map to the same image when convolved with the microscope PSF. The result is hence not unique, and depending on how the parameters of the deconvolution algorithm are tuned, different results can be obtained. When segmenting at the same time, however, the deconvolution method does not have to produce a complete image, but only work in the limited solution space of segmentations. Since this space is smaller, the ambiguity is reduced.

The second point is mostly addressed by machine-learning or model-based frameworks. Both provide principled ways of adapting to new situations. This is less obvious in filter-based methods, where the problem-specific prior knowledge is implicitly included in the filter design. Changing to a new problem (e.g., from segmenting fluorescence images to segmenting phase-contrast images) would require one to re-design the filter. Machine-learning and model-based frameworks “externalize” the prior knowledge and allow one to change it without changing the core of the algorithm. In machine learning, this may be as simple as re-training the algorithm using a new set of training images (e.g., phase-contrast instead of fluorescence). In a model-based approach, the object model and/or imaging model can be replaced to adapt the algorithm to different problems. This is illustrated in Fig. 11.

The third point aims at rendering algorithms parameter free. Most image-analysis algorithms have a number of user-adjustable parameters as a means of adapting the algorithms to different applications or situations. Only few algorithms work across a spectrum of problems without requiring parameter tuning. These parameter-free algorithms are particularly popular because they are easy to use and deliver robust perfor-
mance across many applications. Examples include Otsu thresholding [Otsu, 1975] and image naturalization [Gong and Sbalzarini, 2014]. There is a clear trend in the field to reduce the number of parameters of an algorithm with the ideal goal of rendering it more versatile and easier to use.

4.4 Collaborative open-source software

In addition to providing generic and flexible algorithms, another proven remedy against reinventing or re-implementing existing methods is to share software and create public repositories of open software modules. This motivates the trend for creating and maintaining collaborative open-source software for bio-image informatics [Swedlow and Eliceiri, 2009]. But the need for open-source development reaches deeper than merely alleviating the implementation overhead for new projects. It is a fundamental prerequisite for reproducible science. Closed-source software is a black box that often does not provide enough information about the algorithms implemented. Open-source software is one way of rendering image analysis transparent, but its coordinated development and long-term maintenance come with their own set of challenges, in particular with respect to project coordination and funding [Cardona and Tomancak, 2012].

Open-source software is frequently developed in academic labs by scientists who are not professional software engineers. This has traditionally had a negative effect on the usability and user-friendliness of such software. While guidelines for software usability are available, enforcing them remains challenging [Carpenter et al., 2012]. Open-source projects also frequently start out as individual research projects with specific biological questions in mind. Many pieces of software organically grew from there, becoming more and more generic, but the original application they were conceived for often remains the focus of the software. While this provides a rich landscape of software tools and libraries [Eliceiri et al., 2012], each with a specific application niche, it also raises the question of how integration and interoperability between the various tools can be achieved. Data exchange between and pipelining of the different tools is one of the main challenges for the developer community in the coming years.

From a user-interface point of view, four different design philosophies can be distinguished, as illustrated in Fig. 12: The first is to provide a general-purpose command-line or scripting language with a large collection of toolboxes and subroutines that the user can combine for image analysis. This is the approach taken by tools like R, Octave (an open-source MATLAB look-alike), ScyPy, and PIL. These tools are particularly flexible and generic, are well suited for batch processing of large image collections, but require the user to have basic scripting skills. A second design philosophy is to provide an interactive graphical user interface, mostly combined with a plug-in architecture for third-party developers to contribute their algorithms. Examples include ImageJ [Abramoff et al., 2004, Schneider et al., 2012], Fiji [Schindelin, 2008, Schindelin et al., 2012], Icy [de Chaumont et al., 2011, de Chaumont et al., 2012], Vaa3D [Peng et al., 2010, Peng et al., 2014], bisque [Kvilekval et al., 2010], OMERO [Swedlow and Eliceiri, 2009], FARSIGHT [Roysam et al., 2008], CellCognition [Held et al., 2010], MorphoGraphX [Barbier de Reuille et al., 2015], and BioImageXD [Kankaanpää et al., 2011]. A third design approach puts the analysis workflow center stage, frequently specified using a graphical data-flow language. Examples of this kind are CellProfiler [Carpenter et al., 2006, Lamprecht et al., 2007], the workflow engine KNIME [Berthold et al., 2008], and the image-processing environment Anima [Rantanen et al., 2014] based on the workflow engine ANDURIL [Ovaska et al., 2010]. The fourth approach is to implement large collections of generic image-analysis algorithms in well-tested software core libraries that provide an API for developing user programs. This is the most generic approach, but requires the user to have programming skills. Popular examples include the libraries ITK [Ibanez et al., 2005] and VIGRA [Köthe, 1999] for image analysis and processing, OpenCV [Bradski and Kaehler, 2008] for computer vision, and OpenGM [Andres et al., 2012] for machine learning.

Virtually all of these software projects implement filter-based analysis. Many have, however, their own specialization. ImageJ [Abramoff et al., 2004, Schneider et al., 2012] is for example particularly well suited for 2D microscopy image analysis. CellCognition [Held et al., 2010] caters to time-lapse cell culture imaging, CellProfiler [Carpenter et al., 2006, Lamprecht et al., 2007] was originally developed for image-based high-throughput screens [Snijder et al., 2009], MorphoGraphX [Barbier de Reuille et al., 2015] originated as a tool for plant tissue morphogenesis, Vaa3D [Peng et al., 2010, Peng et al., 2014] and BioImageXD [Kankaanpää et al., 2012] started as interactive 3D visualization tools and are particularly strong at big image data visualization, and bisque [Kvilekval et al., 2010] and OMERO [Swedlow and Eliceiri, 2009] have their particular strength in primarily being image databases. In addition to these generic tools, there are many specialized and often
Figure 12: Different user-interface philosophies. (a) The scripting interface of R offers access to thousands of functions, but requires scripting skills. (b) The point-and-click graphical user interface of Fiji [Schindelin, 2008, Schindelin et al., 2012] requires no programming skills, but offers limited flexibility. (c) The workflow design interface of KNIME [Berthold et al., 2008], showing a workflow for image processing with an ImageJ2-plugin integrated. This approach requires programmatic thinking and offers intermediate flexibility. (Image credits: (a) and (b) own screenshots; (c) from knime.org)
application-specific tools available, such as PackingAnalyzer [Farhadifar et al., 2007, Aigouy et al., 2010] to segment cell membranes in developing epithelial tissues with fluorescent membrane staining, FIESTA [Ruhnow et al., 2011] to segment fluorescently labeled filaments, and OMEGA (https://github.com/OmegaProject) for virus particle tracking with uncertainty quantification.

Software packages specifically supporting model-based image analysis include Icy [de Chaumont et al., 2011, de Chaumont et al., 2012] for fluorescence microscopy images and itk-SNAP [Yushkevich et al., 2006] for medical images. The BioImageSuite [Duncan et al., 2004] supports model-based image segmentation using Markov random fields [Geman and Geman, 1984]. The FARSIGHT toolkit [Roysam et al., 2008] and BioImageXD [Kankaanpää et al., 2005] make available several model-based methods from the ITK library [Ibanez et al., 2005]. Model-based image analysis plug-ins are also available for ImageJ [Kaynig et al., 2010] and bisque [Bertelli et al., 2007]. The MO-SAICSuite implements the model-based segmentation methods Squassh [Rizk et al., 2014] and RegionCompetition [Cardinale et al., 2012] in a plugin for Fiji and ImageJ, along with model-based spatial pattern and interaction analysis [Shivanandan et al., 2013].

Unsupervised machine-learning approaches are notably implemented in the BioImageSuite [Duncan et al., 2004]. Supervised machine-learning segmentation is for example implemented in the software ilastik [Sommer et al., 2011]. WND-CHARM [Orlov et al., 2008] uses texture features to classify images without segmenting them. The generic machine-learning library WEKA [Hall et al., 2009] is used to provide supervised trainable segmentation in Fiji. Again, many application-specific tools exist, like for example the tool PHANTAST [Jaccard et al., 2014] for machine-learning-based segmentation of phase-contrast images of adherent cell cultures, which is also available as a plugin for Fiji and ImageJ.

A frequent use of machine learning is also to post-process results obtained by other image analysis means. This is the approach taken by software tools such as CellProfiler Analyst [Jones et al., 2008], CellClassifier [Rämö et al., 2009], and CecogAnalyzer [Held et al., 2010]. More specialized examples include a machine-learning tool to classify different mitochondrial morphologies in wide-field fluorescence microscopy images [Reis et al., 2012], to classify sub-cellular patterns [Huang and Murphy, 2004], and a tool to classify cell cycle states after filter-based segmentation [Wang et al., 2008].

5 Conclusions and discussion

Image analysis in biology is moving from seeing and observing to quantifying and modeling. Interpreting images as scientific measurements, rather than as mere visualizations, brings the need for uncertainty quantification, error analysis, statistical inference frameworks, etc. This raises a number of exciting theoretical and algorithmic questions.

We outlined these questions, focusing on the rapidly developing field of light microscopy, and described three conceptually different paradigms of image analysis, along with popular software tools implementing them. In practice, of course, these approaches are often mixed. It is common, e.g., to use filter-based approaches to compute image features and then use a machine-learning approach on those features in order to detect objects or classify them. Likewise, filters are often included in the forward models of model-based approaches. In fact, filter-based approaches are in some sense also model-based, albeit with an implicit model that is often not evident. Denoising an image using a moving least squares filter [Lancaster and Salkauskas, 1981], for example, is equivalent to maximizing a Gaussian noise likelihood. Another example is the formal link that has been established between the model-based graph-cut framework and the filter-based watershed transform [Couprie et al., 2011]. Finally, one can always design filters that reduce a given model-fitting energy, leading to filter-based solvers for model-based problems [Gong, 2015]. This is not surprising, since ultimately also model-based and machine-learning algorithms are discretized in the computer and hence amount to filters. There is also a blurry boundary between the model-based and machine-learning paradigms. A classical machine-learning approach classifies pixels into “object” vs. “background” based on previously computed features for each pixel. When features use neighborhood information around a pixel, however, there is a conceptual link to Markov random fields [Geman and Geman, 1984] and their model-based Bayesian solution using graph cuts [Delong et al., 2011].

We identified and discussed four main challenges in today’s bio-image analysis community: big data, uncertainty quantification, generic algorithms, and collaborative software. To some extent, they mutually entail each
other. A big-data project that stores only the final analysis result, for example, critically depends on uncertainty quantification; and both generic algorithms and collaborative software need to be combined to render problem-solving more efficient and prevent reinventing the wheel. The four challenges are hence best addressed jointly.

Addressing these challenges would enable us to work with images like we routinely do with genome and proteome sequences. We could compare images, search image databases by content, and do statistical inference over images. This requires image distance metrics, semantic grammars and annotation, automatic inference systems, query by image content, and probabilistic frameworks over image spaces. All of these are open research areas, and much progress is needed in order to provide robust and generic solutions. The ultimate goal of image analysis is to not operate on the pixel matrix of an image, but on the information represented in the image, independent of the view and the imaging modality chosen. This links syntax and semantics of images on the level of biological meaning, in order to support queries like “find all images of yeast cells in M-phase with gene Cdc11 knocked out”. Currently, this only works if the images were manually annotated before [Swedlow and Eliceiri, 2009].

But even upstream of image annotation, open problems remain. One of them is that there are no good forward models for some imaging modalities, including electron microscopy and dark-field microscopy. Another problem is that object models are often ad-hoc and not true to the biophysics of the sample. While there are occasional works that use physics-based predictive object models [Papademetris et al., 1999, Papademetris, 2000], the computational cost of these models hampers their application. These models are also often black-box with no gradient or other information available that the optimization algorithm could exploit. This points to the problem that many machine-learning and model-based image-analysis frameworks make implicit assumptions about the features, training data, or models that are used with them. For example, they assume the model to be convex, linear, Gaussian, or separable, which may not be the case for a physics-based simulation. This still requires progress in black-box optimization algorithms [Müller, 2010].

Besides black-box optimization, it could be promising to combine machine-learning and model-based approaches. This would, e.g., make it possible to use machine learning to learn the imaging and object models from user-annotated examples, and then use these learned models in a model-based analysis. This would solve the computational cost issue, since machine-learning models are quick to evaluate, and also relax the black-box optimization problem because most machine learning models have an analytical structure with computable gradients. Conversely, model-based approaches could be used to provide ample amounts of simulated training data, to train and validate machine-learning approaches [Murphy, 2012].

A natural way forward is the co-design and co-evolution of mathematical theories of images and inference over images, versatile computer algorithms for image analysis that have few parameters, software implementations thereof that parallelize well and are user friendly, and the biological application defining the level of detail and prior knowledge. These four ingredients need to be balanced and inter-connected. Building on the achievements in the community so far, a quantum leap in computational bio-image analysis and understanding could lie ahead.
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