Mechanisms of elementary hydrogen ion-surface interactions during multilayer graphene etching at high surface temperature as a function of flux
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ABSTRACT

In order to optimize the plasma-synthesis and modification process of carbon nanomaterials for applications such as nanoelectronics and energy storage, a deeper understanding of fundamental hydrogen-graphite/graphene interactions is required. Atomistic simulations by Molecular Dynamics have proven to be indispensable to illuminate these phenomena. However, severe time-scale limitations restrict them to very fast processes such as reflection, while slow thermal processes such as surface diffusion and molecular desorption are commonly inaccessible. In this work, we could however reach these thermal processes for the first time at time-scales and surface temperatures (1000 K) similar to high-flux plasma exposure experiments during the simulation of multilayer graphene etching by 5 eV H ions. This was achieved by applying the Collective Variable-Driven Hyperdynamics biasing technique, which extended the inter-impact time over a range of six orders of magnitude, down to a more realistic ion-flux of $10^{23} \text{m}^{-2}\text{s}^{-1}$. The results show that this not only causes a strong shift from predominant ion-to thermally-induced interactions, but also significantly affects the hydrogen uptake and surface evolution. This study thus elucidates H ion-graphite/graphene interaction mechanisms and stresses the importance of including long time-scales in atomistic simulations at high surface temperatures to understand the dynamics of the ion-surface system.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Hydrogen-graphite/graphene interactions are relevant to a wide variety of applications, ranging from astrophysics [1], nuclear fusion [2–4], fuel cells [5,6], gas and energy storage [7–9], to nanoelectronics [10–15]. For instance, they occur during the plasma-synthesis of carbon nanomaterial components that are used in some of these applications, such as (multilayer) graphene (MLG) [16–19] and carbon nanowalls (CNWs) [9,20]. An enormous amount of knowledge of these interaction phenomena was gained in fusion energy research, in which dedicated experiments were performed on tokamaks [21] and ion beam setups [22,23], in conjunction with development of theoretical models [4,24–27]. More recently, further insights into fundamental properties for adsorption, diffusion and desorption have been obtained by density function theory [28–36] and thermal desorption experiments using hot (~0.2 ev) H atom beam sources [37–39]. Generally, it is understood that exposure to H species (ionized or hot) entails a dynamics of hydrogenation on the one hand, and release of hydrogen through desorption and chemical and physical sputtering on the other hand [24,26].

Due to atomistic length scale of the ion-surface interaction, as well as the interconnected and cumulative nature of the various processes involved, it remained very challenging to verify the elementary mechanisms during the plasma exposure. For instance, it is unclear what factors influence recombinative H2 desorption and to what extent diffusion-induced (Langmuir-Hinshelwood) H-H recombination can occur. In this regard, atomistic simulations using Molecular Dynamics (MD) can provide valuable insights, not only for the interaction of hydrogen ions with graphite/graphene at high surface temperature discussed in this work, but also for closely related materials such as amorphous-carbon coatings [40].
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nanotubes (CNTs) [41–43], and nanocrystalline diamond [44].

With regards to common plasma processing of graphite/graphene, various elementary ion-surface processes were investigated by Despiau-Pujo et al. [16,17,45]. The results show that H ions can either reflect, adsorb or penetrate at the surface, and the probability for each process depends on the ion energy. In the case when a H ion is adsorbed, several additional processes can occur; it can be sputtered by a H ion impact with consecutive reflection of the impacting H ion, recombine straight with the incoming H ion (so called Eley-Rideal recombination), or recombine with another H atom at the surface [17]. Unfortunately, because of the severe time-scale limitation of MD, the typical inter-impact time in these simulations was very short (~1 ps) so that the resulting simulated ion-flux is higher by at least four orders of magnitude than any experiment. Long time-scale processes (of the order of μs–ms) that become important at elevated surface temperatures and low fluxes can thus not be accessed. Examples of these processes are: hydrogen surface diffusion [46], Langmuir-Hinshelwood recombination, desorption of hydrogen and weakly bound species [47], and other surface relaxation phenomena [48,49].

In order to reach these desirable longer time-scales of thermal processes, we have presented a simulation approach in our previous work [48]; the applications of a recently developed acceleration procedure, collective variable-driven hyperdynamics (CVHD) [50]. This is a generic implementation of the hyperdynamics method [51], in which the waiting time between minima-to-minima transitions is reduced by adding a bias potential (ΔV) to the global potential energy surface (PES) of the system. In CVHD, the bias potential is built on the fly and in a self-learning fashion. This allows the method - in contrast to other hyperdynamics implementations - to be more generally applicable while little system-specific optimization is required. In previous work, CVHD was applied to accelerate processes involving the breaking of C-C bonds in the graphite lattice. The increased inter-impact time enabled us to observe the transition from ion-to thermally-induced chemical sputtering at lower, more realistic fluxes. The detailed (thermal) behavior of hydrogen ions with the surface remained uncertain, however, because biasing was not applied to the C-H bonds.

In the work presented here, these elementary H ion-surface interactions are investigated in detail. First, a semi-empirical model is introduced to show under what conditions long time-scale thermal processes are important. Then, by applying the CVHD method with C-C/H bond biasing [50], the inter-impact time is extended towards a more relevant time-scale, i.e. from 3 ps up to 1 μs (a flux of 10^23 m^-2s^-1). We will show that this has a significant impact on the type of ion-surface interactions, H uptake and surface evolution.

2. Semi-empirical model for ion-surface interactions

The type of hydrogen ion-surface interaction can be predicted using the semi-empirical Roth-Garcia-Rosales model [21,25,26] which was initially developed to describe the chemical sputtering of graphite. In this model the graphite surface is considered to experience a cycle of amorphization by hydrogenation (transforming sp² C atoms into sp³ C) and recovery back into sp² C due to desorption of hydrogen and weakly bound hydrocarbon molecules (via intermediate radical state sp² C and sp³ C). Using experimental data as input, the model can predict the chemical sputtering yield as function of various quantities such as the ion energy, ion-flux, isotope mass, surface temperature and surface state [4,21]. Yet, it can also be employed to predict the rate of various hydrogen release mechanisms, including recombinative desorption (with rate constant k_{H}), ion-induced H release (with cross-section σ_{pH}), and chemical sputtering (with rate coefficient k_{s} for thermally-induced erosion and cross-section σ_{p} for ion-induced erosion). The ratio of the ion-to thermally-induced hydrogen release rates can be determined by:

\[ \beta = \frac{\sigma_{p\phi}[sp^{3}] + \sigma_{s\phi}[sp^{3}]}{k_{H}[sp^{2}]} = \frac{(\sigma_{p\phi} + \sigma_{s\phi})k_{s} + \sigma_{s\phi}}{k_{H}k_{s}d_{H} + k_{s}d_{H}} \]

where φ is the H ion-flux and σ_{p} is the adsorption cross-section of the H ion. Based on Eq. (1), the surface temperature above which the thermally-induced interaction dominates (β < 1/9) and its transition zone (1/9 < β < 9, i.e., from 90% to 10% thermal processes) was plotted in Fig. 1. The typical ion-flux ranges for experiments are included as well, as are the typical conditions of other MD simulations. It shows that most MD simulations on graphite etching (hollow scatter points) are far outside the ion-flux range of plasma experiments by several orders of magnitude. Moreover, none of these simulation reached the thermally-induced regime, hence detailed investigation in this unexplored domain is required.

3. Simulation model

In our simulation we applied the conditions typical for applications that involve high-flux plasma exposure [55], e.g. nanostructuring of graphite surfaces [5] and erosion of tokamak walls made of graphite [21]. The typical high surface temperature of 1000 K enabled us to explore the transition towards thermal H-surface interactions. An elaborate description of the simulation method is provided in our previous article [49], and briefly summarized below. The simulations were performed using the LAMMPS package [56], and modified Colvars module [57]. The interatomic potential applied was the Reactive Force field (ReaxFF) [58] with the parameter set developed by Mueller et al. [59]. The plasma interaction with the graphite substrate was simulated by impacting the surface with 5 eV H atoms at random

---

**Fig. 1.** Domains of predominant ion (blank area) and thermal (red area) hydrogen-surface processes as function of the ion-flux and surface temperature, including the transition region (marked area), as predicted by the Roth-Garcia-Rosales model [21,25]. The selected ion energy was 5 eV. The conditions of current CVHD simulation is depicted as well (●). For comparison, the data from previous MD simulations of H ion bombardment on a-C:H (○) [52], ○ [53], and graphite (●) [16,17] are included, as are the typical flux ranges of common plasma and high-flux PSI devices [55]. (A colour version of this figure can be viewed online.)
(x,y) positions at normal incidence. The graphite substrate was composed of 4 graphene layers in ABAB stacking (size 20 Å × 20 Å, periodic x,y boundary conditions), which was initially brought to a temperature of 1000 K. After the H impact, the motion of each atom was followed for 1 ps in the micro-canonical (NVE) ensemble to capture the physics of the initial hydrogen impact. Hereafter, the natural heat conduction out of the cell was mimicked by a 1 ps canonical ensemble (NVT) phase, where the substrate was cooled to its original temperature by a Nosé-Hoover style thermostat [60].

Next, the full inter-impact time before the next impact (1 μs) was simulated by a CVHD phase, which is in contrast to other simulations where it is assumed that in this time nothing happens. In order to do this, the simulated physical time was elongated by multiplying the MD time (using 0.1 fs time step) by the boost factor e^Δt, in which Δt = 1/(k_B T) [51]. The CVHD bias ΔV was dynamically generated by adding small repulsive Gaussian potentials (width 0.04 and height 0.01 eV) to the local PES every 100 fs. The bias potential is a function of the distortion functions (r1 = r_{min})/(r_{max} - r_{min}) of all the C-C or C-H bond lengths r_i. We used r_{max,CC} = 2.20 Å, r_{min,CC} = 1.50 Å, r_{max,CH} = 1.65 Å and r_{min,CH} = 1.05 Å. In this way, a 6 order of magnitude increase of the calculated time was achieved, while the calculation time was only up to a factor 9 longer. In the 3 ps and 1 ns inter-impact case, 3000 impacts were simulated, while this was 1700 in the case of 1 μs inter-impact time.

After each CVHD phase a new impact was simulated (i.e. starting from the NVE phase). Once erosion was initiated and eroded species entered the removal zone, they were deleted from the simulation after each simulation phase (i.e. NVE, NVT, and CVHD).

4. Results

4.1. Short time-scale simulation

The evolution of the surface during ion bombardment was first simulated with an inter-impact time of only 3 ps, from which 1 ps was CVHD phase. Similarly to in Refs. [16,17] we observe the following interaction mechanisms (see Fig. 2): reflection, Eley-Rideal (E-R) recombination, H sputtering by H ion impact, H release through ion-induced hydrocarbon erosion and direct H2 recombination of H atoms. The latter was not originally expected, but is plausible because of the large thermal vibrations of the H and C atoms at high surface temperatures. In contrast to Ref. [16,17], we find that in the case of H sputtering the incoming H ion can also chemisorp after impact rather than only reflect. Penetration through the graphene layer was negligible as its insignificant at 5 eV ion impact energy [45].

By determining the point when the H atom was released from the surface, the type of process and its probability could be estimated. The results are shown in Fig. 3. At a 3 ps inter-impact time, 17% of the incoming H ions were reflected. The remainder was chemisorbed on the surface. From these H atoms, a majority (64%) recombined by an Eley-Rideal process. Only a limited fraction (<1%) was released through surface recombination, H sputtering and erosion. Because the probability of the different interaction processes depended on the exact surface configuration, and thus the number of impacts, the surface evolution was examined by monitoring the uptake of H as well as hydrocarbon groups on the surface (Fig. 4a, top). Three phases could be identified. In phase I, the surface was quickly hydrogenated up a H uptake of 25%, corresponding to a H concentration of ~20%, within 200 impacts. In phase II, hydrocarbon groups appeared on the surface, starting from CH2 to eventually CH3 groups after 500 impacts. Lastly, in phase III, after ~550 impacts etching was initiated and continued until ~1500 impacts, where nearly all carbon and hydrogen atoms in the first layer were released. The maximum H uptake was ~130, corresponding to a H concentration of ~110% (consistent with Ref. [16]). Concurrently, the same cycle is initiated for the underlying layer after the first holes appear in the top graphene layer (after ~1300 impacts).
Fig. 4. Time evolution of (top) the total hydrogen uptake in the system and the present hydrogen in CH, CH₂ and CH₃ groups and (bottom) the probability for hydrogen ion interactions with the surface: reflection (i₁), H sputtering (i₄), Eley-Rideal recombination (i₅), H desorption (t₆), surface recombination (t₇), Langmuir-Hinshelwood recombination (t₈), and ion- and thermally-induced erosion (t₉ and t₁₀). Three phases were identified: low H uptake (Phase I), rise of complex hydrocarbon groups at the surface (Phase II) and start of chemical sputtering (Phase III). The inter-impact time interval was a) 3 ps and b) 1 μs.

By depicting the probability for each ion-surface process (averaged over 100 impacts) versus the number of impacts (Fig. 4a bottom), its correlation with the aforementioned erosion phases could be identified. The results show that initially in phase I, reflection was relatively high (~60%). This is in line with Ref. [45], where a 5 eV H ion energy was found to be close to the threshold for adsorption. Persistent bombardment of H ions, however, eventually led to significant hydrogenation in phase II, resulting in a reduced reflection probability (~30%). This can be explained by the rise of ortho- and para-sites (e.g. H clusters) [34] and defects [45], which both increase the effective binding energy. Hence, we note that in contrast to what is typically assumed, the adsorption behavior (see Fig. S1a in the supplementary information) is not Langmuirian, i.e. the adsorption cross-section cannot be expressed as $\sigma_\text{H} = S_\text{H}/n_0(1 - n_1/n_0)$, where $S_\text{H}$, $n_1$ and $n_0$ are respectively the sticking coefficient of hydrogen ions, the H concentration (H uptake per surface area) and total density of surface sites [27]. In phase II, Eley-Rideal recombination became more dominant (>50%), which can be explained by the larger E-R cross-section for increasing H uptake. The same applies for the increase in H sputtering, although its contribution is relative small. In phase III, besides E-R recombination, a significant fraction (~30%) of H was released through ion-sputtering, which evidently required a minimum H uptake before initiation.

### 4.2. Long-time-scale simulation

By moving towards more realistic time intervals, e.g. 1 μs, corresponding to an ion-flux of $10^{23}$ m⁻² s⁻¹, four new thermal processes occurred (see Fig. 2): thermally-induced hydrocarbon erosion (which was already discussed in Ref. [49]), surface diffusion, hydrogen desorption, and diffusion-induced Langmuir-Hinshelwood (L-H) recombination. The processes mutually competed: the chemisorbed H atoms either desorbed (as a single H atom or as H₂ by direct recombination with a neighboring H atom), diffused to neighboring C atoms, or - if the H atom was not desorbed after several hopping events - encountered another H atom and recombined (L-H kinetics). N.b., to avoid confusion with surface recombination, we defined L-H recombination here as an event where both H atoms hopped at least once before recombining.

The probabilities for the ion-surface processes clearly altered due to the prolonged time interval between impacts, (Fig. 3). The reflection probability rose from 17 to 37%, which is related to both the uncompleted erosion cycle over which the impacts were averaged (resulting in overestimation of <10%) as well as the lower mean H uptake. Moreover, E-R recombination reduced with increasing inter-impact time, while direct surface recombination and Langmuir-Hinshelwood kinetics (Fig. 2) started to dominate. In the case of direct surface recombination this shift is related to the higher probability for C-H bond breaking (the rate limiting step). This is also the case for L-H recombination, but since it additionally involves a rate-limiting (2nd order) diffusion step, the increase is more pronounced. The prolonged inter-impact time also led to the rise of H desorption; from virtually 0~5%. Overall, the fraction of H release through thermal processes increased from 11 to 82%.

The consequence of the shift in competing interaction mechanisms is clearly visible in the evolution of the etching process for the 1 μs inter-impact time simulation (Fig. 4b). It is apparent that compared to the 3 ps inter-impact time simulation, hydrogenation is suppressed and does not exceed a H uptake of 50, which corresponds to a H concentration of ~40%, similar as found in experiments [24]. The reason for the drop in H uptake is that due to the extended inter-impact time, H atoms are more likely to desorb. This is surely the case for loosely bound H atoms and hydrocarbon molecules. Nevertheless, H atoms near defects and H clusters are able to continue being bound due to the higher binding energy. Despite the reduced H uptake, formation of weakly bound CH₃ groups and erosion are initiated after fewer impacts (after ~300 impacts for both cases, rather than ~500 and ~600, respectively). This can attributed to a similar mechanism as was found in previous work [49]: a higher probability for C-C bond breaking due to prolonged exposure to thermal stress resulted in more potential
binding sites [49] (this is also supported by the observed transition towards hydrocarbon release by thermally-induced C-C bond breaking, see Fig. S2 in the supplementary information).

Similarly to the ps-scale simulation, the probability of the ion-surface interactions strongly alter during the erosion cycle, mainly due to a changing H uptake. In the case of the ion-induced processes the trends were similar as described above. Direct surface recombination shows a strong increase with increasing H uptake (similar to E-R recombination and H sputtering), which is due to the higher probability to neighbor a binding partner. L-H recombination exhibits a clear optimum around 400 impacts (see also Fig. S1g in the supplementary information), at a H uptake of ≈15. This may be attributed to two competing requirements: a minimum H uptake is necessary for the H atoms to find a recombination partner, while the uptake should not be exceedingly high, because then L-H kinetics is impeded by trapping at the defects and H clusters as well as by reduced mobility due to holes and disconnected carbon islands [49] (this is also supported by the rising surface residence time and dropping number of hopping events with increasing H uptake, see Fig. S3 in the supplementary information). Lastly, H desorption shows a decrease with H uptake, which can again be related to the stronger binding at defects and H clusters.

5. Discussion

Based on the semi-empirical Roth-Garcia-Rosales model, we predicted a shift from ion-to thermally-induced hydrogen graphite interaction. Fig. 3 shows that with our CVHD simulation we were able to reproduce the same trend; the contribution of thermally-induced interactions increased from 11 to 82% when the flux was reduced from 10^{20} to 10^{23} m^{-2} s^{-1}. The tipping point was, however, higher than expected (at a value of 10^{-14} m^{-2} s^{-1}) and the transition region wider. This could be explained by limitations of the interatomic potential (resulting in deviating rate coefficients), but can also be related to factors which are not considered in the current work, such as the microscopic morphology. Nevertheless, the trend qualitatively agrees with the model.

The observed interactions observed in our work may lead to improved insight of the dynamics in related simulations at elevated surface temperatures. For instance, in the MD simulation on graphene patterning by hydrogen plasma (at a surface temperature of 570 K) [18,19], thermal processes are expected to be significant during the erosion cycle, mainly due to a changing H uptake. In the case of the ion-induced processes the trends were similar as described above. Direct surface recombination shows a strong increase with increasing H uptake (similar to E-R recombination and H sputtering), which is due to the higher probability to neighbor a binding partner. L-H recombination exhibits a clear optimum around 400 impacts (see also Fig. S1g in the supplementary information), at a H uptake of ≈15. This may be attributed to two competing requirements: a minimum H uptake is necessary for the H atoms to find a recombination partner, while the uptake should not be exceedingly high, because then L-H kinetics is impeded by trapping at the defects and H clusters as well as by reduced mobility due to holes and disconnected carbon islands [49] (this is also supported by the rising surface residence time and dropping number of hopping events with increasing H uptake, see Fig. S3 in the supplementary information). Lastly, H desorption shows a decrease with H uptake, which can again be related to the stronger binding at defects and H clusters.

5. Discussion

Based on the semi-empirical Roth-Garcia-Rosales model, we predicted a shift from ion-to thermally-induced hydrogen graphite interaction. Fig. 3 shows that with our CVHD simulation we were able to reproduce the same trend; the contribution of thermally-induced interactions increased from 11 to 82% when the flux was reduced from 10^{20} to 10^{23} m^{-2} s^{-1}. The tipping point was, however, higher than expected (at a value of 10^{-14} m^{-2} s^{-1}) and the transition region wider. This could be explained by limitations of the interatomic potential (resulting in deviating rate coefficients), but can also be related to factors which are not considered in the current work, such as the microscopic morphology. Nevertheless, the trend qualitatively agrees with the model.

The observed interactions observed in our work may lead to improved insight of the dynamics in related simulations at elevated surface temperatures. For instance, in the MD simulation on graphene patterning by hydrogen plasma (at a surface temperature of 570 K) [18,19], thermal processes are expected to be significant, but are not included. Based on our results, it is expected that the erosion cycle is not altered and still proceeds via the same phases (hydrogenation, CH_2/CH_3 group formation, and hydrocarbon etching); however, the shift towards thermal processes means that a significant fraction of the simulated processes — which drive this erosion cycle — cannot be captured and instead are replaced by ion-induced processes (e.g. recombinative desorption for E-R recombination). As a result, the hydrocarbon etching rate constant and H release rate are underestimated, while the hydrocarbon surface concentration is overestimated. This results in either an under- or overestimation of the erosion rate, depending on the relative magnitude of the latter competing effects. Lastly, the type of etching species can significantly vary, as was demonstrated in Ref. [49].

The atomistic nature of the CVHD simulation also allowed us to complement the knowledge behind the semi-empirical model by providing more detailed insights into the dynamics of the interactions. First of all, several interactions were found which were not explicitly mentioned in the literature on graphite etching: direct surface recombination, H desorption, surface diffusion, and L-H recombination. In the model, these processes are all incorporated in the rate coefficient for thermal H release (k_2, H). This means that the selected activation energy for this rate is probably the mean value of a spectrum of energies. On a similar note, it was found that the ion-induced H release (\sigma_2) in the model not only involves E-R recombination, but also H sputtering. Lastly, the results show that the rate coefficients and cross-sections are not constant, but vary with time, i.e. over the three phases of the erosion cycle (see Fig. 4). More specifically, their value strongly depends on the H uptake, while the H uptake again was correlated to the rate of desorption. These mutual dependencies indicate that the detailed dynamics of the ion-surface system may be more complex than initially assumed.

6. Conclusion

This work shows that the type of elementary hydrogen-ion graphite surfaces interaction can alter significantly by extending the inter-impact time. In line with the semi-empirical model for graphite etching, a clear shift was observed from predominantly ion-induced H release mechanisms such as Eley-Rideal recombination and H sputtering, towards thermally-induced processes such as direct surface recombination, Langmuir-Hinshelwood recombination and H desorption. In fact, these latter processes could be reached at conditions — ion flux of 10^{14} m^{-2} s^{-1}, surface temperature of 1000 K and ion energy of 5 eV — similar to high-flux plasma exposure experiments for the first time using atomistic simulation, which enabled us to describe the more detailed dynamics of the system. Hence, this study demonstrates that long time-scale effects in ion-surface simulations can be important, and in contrast to what is typically assumed in literature these effects, may not be neglected, especially for low ion-flux, high surface temperatures simulations. The approach adopted in this work may also be used to investigate other ion-surface systems or the effects of specific processes such as diffusion, desorption and relaxation on the self-assembly of nanostructures in plasma.
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