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ABSTRACT: Nonequilibrium plasmas offer a pathway for energy-efficient CO$_2$ conversion through vibrationally induced dissociation. However, the efficiency of this pathway is limited by a rise in gas temperature, which increases vibrational—translational (VT) relaxation and quenches the vibrational levels. Therefore, we investigate here the effect of plasma pulsing on the VT nonequilibrium and on the CO$_2$ conversion by means of a zero-dimensional chemical kinetics model, with self-consistent gas temperature calculation. Specifically, we show that higher energy efficiencies can be reached by correctly tuning the plasma pulse and interpulse times. The ideal plasma pulse time corresponds to the time needed to reach the highest vibrational temperature. In addition, the highest energy efficiencies are obtained with long interpulse times, that is, $\geq$0.1 s, in which the gas temperature can entirely drop to room temperature. Furthermore, additional cooling of the reactor walls can give higher energy efficiencies at shorter interpulse times of 1 ms. Finally, our model shows that plasma pulsing can significantly improve the energy efficiency at low reduced electric fields (50 and 100 Td, typical for microwave and gliding arc plasmas) and intermediate ionization degrees ($5 \times 10^{-7}$ and $10^{-6}$).

1. INTRODUCTION

The problem of global climate change due to the emission of greenhouse gases has accelerated the transition from fossil-fueled energy sources to renewable ones. However, the intermittency of these energy sources makes their implementation challenging. Hence, there is an urgent need for more research on methods to store this excess electrical energy at peak production. Low-temperature plasmas are promising for this purpose because they can easily convert electrical energy to chemical energy. The high thermodynamic nonequilibrium between the electron temperature and gas temperature in plasma allows for endothermic reactions to take place without the need to first heat up the gas, thus lowering the energy cost with respect to pure thermal processes. Current research efforts focus on the conversion of CO$_2$ into CO and 1/2O$_2$. Subsequently, CO can be combined with hydrogen as feed gas for the Fischer–Tropsch synthesis of value-added chemicals, including green fuels.

The most common type of discharges for this application is microwave (MW) discharges,\textsuperscript{4–9} gliding arc (GA) discharges,\textsuperscript{10–12} and dielectric barrier discharges (DBDs)\textsuperscript{13–17} but atmospheric pressure glow discharges (APGDs),\textsuperscript{18,19} corona discharges,\textsuperscript{20,21} and ns pulsed discharges\textsuperscript{22–24} are also being investigated. The energy efficiencies for CO$_2$ conversion can differ significantly among the various plasma types, which is attributed to the different dissociation pathways. DBDs are characterized by a relatively high electron temperature (ca. 2–3 eV),\textsuperscript{25,26} resulting in dissociation through electron impact electronic excitation,\textsuperscript{25,27} which requires an energy of minimum 7 eV to reach a repulsive electronically excited state. In contrast, GA and MW plasmas exhibit a relatively low electron temperature (ca. 1–2 eV),\textsuperscript{3,25,26} allowing for an efficient excitation of the asymmetric vibrational mode of CO$_2$.\textsuperscript{25,27} These vibrationally excited molecules will then exchange vibrational energy through a mechanism called vibrational–vibrational (VV) relaxation, until the molecules reach the dissociation limit.\textsuperscript{28} This process is called vibrational ladder climbing and requires only 5.5 eV of energy, that is, the C=O bond dissociation energy.

However, the efficiency of the ladder climbing is limited through the loss of vibrational energy in gas heating in a process called vibrational—translational (VT) relaxation.\textsuperscript{2,3,25,27–29} This VT relaxation process becomes more prominent at higher gas temperature,\textsuperscript{29–31} causing even more gas heating (self-acceleration). For efficient vibrationally induced dissociation, it is therefore crucial that a strong nonequilibrium exists between the vibrational temperature and the gas temperature.\textsuperscript{27} However, most MW and GA plasmas, especially at higher pressures and specific energy inputs (SEIs), are close to thermal equilibrium.\textsuperscript{8,11,29–31} In this case, CO$_2$ conversion mostly occurs through thermal dissociation because the vibrational distribution function (VDF) follows a Boltzmann distribution, without overpopulation of the higher vibrational levels, needed for efficient dissociation.\textsuperscript{29,30} Hence,
at these conditions, the plasma does not fully make use of the potential of the vibrationally induced dissociation process. Plasma power modulation through pulsing might be an interesting pathway to increase the VT nonequilibrium. The main argument to indicate its potential lies in the characteristic timescales of the VV and VT processes. The timescale for VT relaxation is several orders of magnitude higher than for VT relaxation of the asymmetric mode of CO2. By adjusting the plasma on-time accordingly, VT relaxation can thus be limited with respect to VV relaxation. Also, the characteristic timescale for VT relaxation decreases with increasing gas temperature, while that of VV relaxation increases. Given that the plasma is cooled between two consecutive pulses, the VT nonequilibrium can be enhanced in the next pulse, which has again a beneficial effect on the characteristic timescales of VV and VT relaxation. These timescales are discussed more in detail in Section S2 of the Supporting Information.

The effect of power modulation in CO2 plasmas has predominantly been studied in DBDs. While it is shown that the energy efficiency increases in the so-called “burst mode” with respect to the usual ac mode, the electron temperature in a DBD is too high for efficient use of vibrationally induced dissociation. Pulsed MW plasma experiments have been performed in CO2 flows with N2 admixtures by Silva et al. at pressures of 1.33–13.33 mbar. The authors measured the vibrational temperature of the electronically excited states of the N2 admixture through optical emission spectroscopy. They showed that this vibrational temperature was much higher than the gas temperature, leading them to conclude that CO2 dissociation could take place through vibrationally excited CO2 levels. The work was continued by Britun et al., who measured the conversions and energy efficiencies at different pulse repetition rates, reaching a maximum conversion of 23% and an energy efficiency of 33%, at a pressure of 9.7 mbar, a pulse repetition rate of 0.5 kHz, a flow rate of 2.7 slm, and a duty cycle of 50%. The conversion and energy efficiency dropped upon the rising pulse repetition rate, while keeping all other conditions fixed. Furthermore, with a lower pulse repetition rate, when the energy efficiency was the highest, the vibrational temperature reached a maximum value and dropped upon the rising pulse repetition rate. However, a similar trend was also observed for the gas temperature. Power modulation of CO2 MW plasmas was also studied by van den Bekerom et al. The energy efficiency increased with lower duty cycle and higher peak power, but the time in between the pulses was too short to allow for significant gas cooling, resulting in a close-to-thermal equilibrium, in which the vibrationally induced dissociation does not play an important role.

Although a strong effect of power modulation on the conversion and energy efficiency has been demonstrated experimentally, more insight is needed to determine its full potential. Moreover, it is not clear from these experiments that vibrational excitation is the key to increased efficiency. Therefore, in this work, we will examine the effect of different plasma on and off times on the conversion, energy efficiency, and the underlying mechanisms of CO2 conversion.

2. MODEL DESCRIPTION

2.1. Plasma Model. We use code ZDPlasKin to develop a zero-dimensional (0D) chemical kinetics model, describing the temporal evolution of the different species densities by

\[
\frac{dn_j}{dt} = \sum_n R_n[a^n_j - a^n_{j-1}] = \sum_n \left( k_n \prod_{l=1}^{n-1} \left| a^n_j - a^n_{j-l} \right| \right)
\]  

where index \( j \) refers to reaction \( j \) and index \( l \) refers to the different reactants of reaction \( j \). \( a^n_j \) and \( a^n_{j-l} \) are the right- and left-hand side stoichiometric coefficients of species \( s \), respectively. \( k_n \) is the reaction rate coefficient of reaction \( j \), with \( R_n = k_n \prod_{l=1}^{n-1} \left( a^n_j - a^n_{j-l} \right) \) the reaction rate. The ZDPlasKin framework couples a chemical kinetics solver to the Boltzmann solver BOLSLIG, which calculates the electron kinetics. In this Boltzmann solver, the electron energy distribution function (EEDF) is calculated using a set of cross sections (Table S1 in the Supporting Information), including superelastic collisions. The EEDF is regularly updated during the calculations, upon changes of the gas temperature, the electron density, the reduced electric field, or the density of species reacting with electrons. The EEDF and the various cross sections are used to calculate the energy-dependent rate coefficients of the electron impact reactions.

In this work, we describe the time evolution of a volume element moving through a plasma reactor. The model starts at \( t = 0 \) with pure CO2 and a Boltzmann VDF. During the pulses, the plasma is ignited by applying a certain dc reduced electric field \( E/N \) (with \( E \) being the electric field and \( N \) being the gas number density) and by fixing the electron density \( n_e \) to a value determined by the ionization degree \( (d) \).

The electron mobility \( \mu \) is obtained from the Boltzmann solver, and \( e \) is the elementary charge.

In this work, we chose a fixed pressure of 100 mbar, as it is representative for MW experiments yielding good energy efficiency. During the plasma pulses, we fix the values of the reduced electric field and ionization degree to those that are typical in MW and GA plasmas, 50 Td and 10\(^{-6}\) respectively. These values show the clearest potential of power modulation. The electron density thus reaches values of 2 \( \times \) 10\(^{13}\) cm\(^{-3}\) and scales linearly with the ionization degree. For DBD plasmas, the ionization degree can reach values up to 10\(^{-4}\) and they generally operate at reduced electric fields above 100 Td. Therefore, later in this paper, we will vary the ionization degree, and reduced electric field, to study their effect on the potential of pulsed power as well.

The plasma power will either activate the gas, which can lead to dissociation of CO2 into CO and 1/2O2, or heat the gas. Given that the pressure stays constant inside the discharge, this will lead to gas expansion, thus changing gas density. This effect is taken into account by the introduction of variable \( \beta(t) \), the gas expansion factor, which is defined by

\[
\beta(t) = \frac{M(t = 0) T_g(t = 0)}{M(t) T_g(t)} \tag{2}
\]

with \( M \) being the total number of particles, and \( T_g \) being the gas temperature. \( \beta(t) \) is initially equal to 1 and decreases when the gas expands. For example, if the gas temperature doubles from 300 to 600 K, the volume doubles, and \( \beta = 0.5 \). Similarly, when all CO2 would dissociate without an increase in temperature, then \( \beta = 2/3 \) because the initial number of
thermal conductivity can be achieved in turbulent cooling on the pulsing performance. Indeed, in reality, a higher procedure to obtain maximum conversion and energy efficiency. The CO₂ conversion is calculated as

\[ X(t)[\%] = \left(1 - \frac{n_{\text{CO}_2}(t)}{\beta(t)N(0)} \right) \times 100\% \]  

(4)

where \( n_{\text{CO}_2} \) is the total number density of all CO₂ molecules (ground state and all vibrationally and electronically excited molecules) at a given time \( t \). The energy efficiency \( \eta \) is calculated using the SEI and the reaction enthalpy of CO₂ splitting (CO₂ → CO + 1/2O₂) at the inlet temperature of 300 K, that is, \( \Delta H^\circ = 2.93 \text{ eV/mol} \),

\[ \eta[\%] = \frac{X[\%] \Delta H^\circ}{\text{SEI}} \]  

(5)

where the SEI value is an input to the model.

The gas temperature is calculated self-consistently in the model, using the following equation

\[ N \frac{\gamma k_B}{\gamma - 1} \frac{dT_g}{dt} = P_d + \sum_j R_j \Delta H_j - P_{\text{ext}} \]  

(6)

where \( \gamma = c_p/c_v \) is the ratio of specific heats, \( P_d \) is the gas heating power density due to elastic electron-neutral collisions, \( \Delta H_j \) is the heat released (or consumed) in reaction \( j \), and \( P_{\text{ext}} \) is the power loss density due to exchanges with the surroundings. The ratio of specific heat is changed depending on the concentration of the different species. We will take this external cooling term to be as follows \(^{5,29}\)

\[ P_{\text{ext}} = \frac{8(\lambda + \lambda_{\text{add}})}{R^2}(T_e - T_w) \]  

(7)

in which \( \lambda \) is the gas thermal conductivity, and \( T_w \) is the wall temperature taken as 300 K. We take \( \lambda(T_w) = (0.071T_w - 2.33) \times 10^{-3} \text{ W m}^{-1} \text{ K}^{-1} \) as given in ref 28. More details of the procedure to obtain \( \lambda \) are explained in ref 28. \( R \) is the radius of the reactor, which is set to 7 mm. \(^{49}\) We can add additional thermal conductivity \( \lambda_{\text{add}} \) to the equation, which can be changed manually to study the effect of additional cooling on the pulsing performance. Indeed, in reality, a higher thermal conductivity can be achieved in turbulent flow regimes \(^{40}\) and this turbulent conductivity has been shown to exert a cooling effect on the plasma.

Finally, we also calculate the vibrational temperature of CO₂, based on the population of the first asymmetric mode level

\[ T_v = \frac{-E_1}{\ln(n_1/n_0)} \]  

(8)

where \( E_1 \) is the energy of the first asymmetric mode level (3380 K), with \( n_1 \) being its density, and \( n_0 \) being the ground-state density of CO₂.

2.2. Chemistry Set. The chemistry set used in this work is similar to the one used in our previous work. \(^{27,42}\) It is the result of a chemistry reduction \(^{45}\) of the original full set \(^{25,26,44}\) and of a careful analysis of the uncertainties. \(^{42}\) The reduced set was justified by the fact that some species had a minor effect on the model outcome and including them only had a negative impact on the uncertainty of the model results. \(^{42}\) Furthermore, ref 42 revealed that while the uncertainty on specific important calculation results, such as the CO₂ conversion, can reach up to 100%, the trends predicted by the model are typically not affected by the uncertainty on the rate coefficient data, implying that this type of modeling should focus more on trends rather than absolute values.

The species that are included in this work are listed in Table 1. The set includes 4 (degenerate) symmetric mode vibrational levels and 21 asymmetric vibrational mode levels up to the dissociation limit. We justify taking a limited number of symmetric levels into account with the fact that the asymmetric vibrational mode levels are predominantly excited at electron temperatures of 1–3 eV,\(^{45}\) and they experience a very fast energy exchange.\(^{46}\) In addition, the relaxation rate constants of the asymmetric vibrational mode levels are much lower than those of the symmetric levels.\(^{46}\) Hence, the asymmetric mode levels are more important for CO₂ dissociation. In reality, many additional, and possibly closely spaced, vibrational levels can exist due to mode mixing. Including them all in the model would be computationally unfeasible. However, we expect that
these closely spaced vibrational levels, which become denser at higher energy, would not lead to a faster vibrational buildup, given that the rate constants for multiquantum transitions are more than two orders of magnitude lower than those of single-quantum transitions,66 and a lot of these low energy transitions would be multiquantum. Nonetheless, some vibrational energy could indeed go into the symmetric mode levels, either by VT relaxation or by electron impact vibrational excitation. Given the higher vibrational relaxation rate constants for these mode levels, this could result in a higher overall contribution from VT relaxation, leading to less vibrational-induced dissociation. In our work, this higher contribution from VT relaxation could shorten the ideal plasma pulse time. However, the message that is presented would still be the same. We plan to study the effect of adding additional symmetric vibrational levels in future work.

For CO, we take into account 10 levels, which is up to the dissociation energy of CO2. For O2, only four levels are taken into account. This is justified because the CO2 conversion in our study is relatively low, so the CO and O2 concentrations are relatively low as well. Moreover, in previous work, 63 CO levels were included, but these extra levels did not really affect the chemistry.25,28,43

The reactions taken into account are listed in the Supporting Information. Tables S1 and S2 show the electron impact reactions. The rate coefficients of the reactions in Table S1 are derived from cross-section sets, taken from the LXcat database27 and used as input for the Boltzmann solver. The rate coefficients of the reactions in Table S2 are described by analytical expressions.

Given that the cross sections for vibrational excitation are usually only known for reactions starting from ground-state CO2 to the lower vibrational levels, the remaining cross sections for vibrational excitation between other levels are calculated using the Fridman approximation:

\[
\sigma_{mn}(\epsilon) = \frac{\exp(\alpha(m - n - 1))}{1 + \beta n} \sigma_{01}(\epsilon + E_{01} - E_{mn})
\]

in which \(E_{01} = E_1 - E_0\) and \(E_{mn} = E_m - E_n\) are the energy differences between vibrational states 1 and 0 and states \(m\) and \(n\), respectively, \(\epsilon\) is the electron energy, and the parameters \(\alpha = 0.5\) and \(\beta = 0.0\). The scaling for the other electron impact reactions involving vibrationally excited CO2 molecules, that is, dissociation, ionization, and electronic excitation, is explained in more detail in ref 25.

The ion–ion reactions and ion–neutral reactions are shown in Table S3. Table S4 lists the neutral reactions, for which the rate coefficients are given in the form of Arrhenius expressions. Because the vibrational energy can be used to overcome the activation energy barrier, the rate coefficients are scaled according to the Fridman–Macheret approximative \(a\) model.25,27 Finally, the neutral reactions involving vibrational energy transfer through VT and VV relaxation between different molecules are presented in Table S5. These reactions are scaled using the Schwartz–Slawsky–Herzfeld theory;48 for more information, see refs.25,44

2.3. Characteristic Time Scales of VV and VT Relaxation and Electron Impact Vibrational Excitation.

In low-temperature plasmas, the vibrational energy can be used to overcome the activation energy barrier of two main dissociation reactions (i.e., \(\text{CO}_2 + \text{M} \rightarrow \text{CO} + \text{O} + \text{M}\) and \(\text{CO}_2 + \text{O} \rightarrow \text{CO} + \text{O}_2\)). Given the high activation energy barriers \(E_a\) of both reactions (i.e., \(E_a = 4.55\ \text{eV}\) and \(E_a = 1.44\ \text{eV}\), respectively), the dissociation goes through the higher vibrational levels when the gas temperature is low.27,29 In order to get high overpopulation, electron impact vibrational excitation and VV relaxation need to occur faster than VT relaxation. In Figure 1, we plot the characteristic time scales for the following reactions as a function of gas temperature, in the range of interest for typical plasmas used for CO2 conversion, and at a pressure of 100 mbar:

- \(\text{e}^- + \text{CO}_2 \rightarrow \text{e}^- + \text{CO}_2(\text{V}_1)\), as characteristic electron impact vibrational excitation (eV)
- \(\text{CO}_2 + \text{CO}_2(\text{V}_1) \rightarrow \text{CO}_2 + \text{CO}_2,\) as characteristic VT relaxation
- \(\text{CO}_2 + \text{CO}_2(\text{V}_1) \rightarrow \text{CO}_2(\text{V}_1) + \text{CO}_2,\) as characteristic VV relaxation

The characteristic time scales for these reactions are defined as \(\tau_{\text{eV}} = \left(\frac{n_0 k_{\text{eV}}}{n_{\text{CO}_2}}\right)^{-1}\), \(\tau_{\text{VT}} = \left(\frac{n_{\text{CO}_2} k_{\text{VT}}}{n_{\text{CO}_2}}\right)^{-1}\), and \(\tau_{\text{VV}} = \left(\frac{n_{\text{CO}_2} k_{\text{VV}}}{n_{\text{CO}_2}}\right)^{-1}\), with \(k_{\text{eV}}, k_{\text{VT}},\) and \(k_{\text{VV}}\) the rate constants for eV, VT and VV processes, respectively, and with \(n_0\) and \(n_{\text{CO}_2}\) being the electron and CO2 number densities, respectively. The rate constants for VT and VV relaxation are taken from Table S5, while the electron impact vibrational excitation rate constant is calculated based upon the cross sections and a Maxwellian EEDF, with average electron energy of a CO2 plasma at a reduced electric field of 50 Td, namely, 0.9 eV.27 We plot the eV characteristic time scale not only at an ionization degree of 10^{-6} but also at 10^{-5} and 10^{-7}, as this value greatly affects the characteristic time.

We want to note that the characteristic time scale of VV and VT relaxation corresponds to the relaxation time of an excited CO2(V1), while the characteristic time scale of the electron impact reaction represents the time at which one CO2 molecule gets excited. Given that eV takes place before VT can take place, this does not mean that if the time scale of VT relaxation is shorter than that of the electron impact excitation, no vibrationally excited molecules will exist. Also, the reaction rate of electron impact excitation will still be higher at comparable time scales because the gas predominantly contains CO2 ground-state molecules. We therefore ask for caution in the comparison of these different times scales.

![Figure 1. Characteristic time scales of electron impact vibrational excitation (eV) at three different ionization degrees (d_i) and a reduced electric field of 50 Td, and of VT and VV relaxation, as a function of gas temperature at a pressure of 100 mbar.](image-url)
At 300 K, the characteristic time scale of VT relaxation (1.3 ms) is comparable to that of the electron impact vibrational excitation at $d = 10^{-6}$ (0.7 ms), while VV relaxation happens at a much shorter time scale (0.04 $\mu$s). This means that the rate of population of the higher vibrational levels, needed for energy efficient CO$_2$ dissociation is mainly limited by the electron impact vibrational excitation. This excitation process can be enhanced upon increasing the ionization degree, which is logical, as there will be more electrons available for excitation. At a 10 times higher ionization degree ($10^{-5}$), the characteristic time scale of vibrational excitation decreases with the same factor 10. Similarly, a decrease in the ionization degree to $10^{-7}$ will increase the relaxation time.

The characteristic time scales of electron impact vibrational excitation and VV relaxation increase with gas temperature, while the characteristic time scale of VT relaxation decreases drastically, which are both detrimental for populating the higher vibrational levels and thus for energy efficient CO$_2$ conversion. At temperatures above 2400 K, VT relaxation becomes even faster than VV relaxation. We want to note that the characteristic time scale of electron impact vibrational excitation changes with gas temperature simply because the ionization degree is fixed and the gas density changes with gas temperature. For a constant electron density and electron temperature, the time scale would not change with gas temperature. To maximize the effect of vibrationally induced dissociation, the gas temperature thus needs to be close to room temperature, in combination with an as high as possible ionization degree, which is consistent with our previous model calculations.$^{25}$

### 3. RESULTS AND DISCUSSION

In Section 3.1, we will investigate the effect of different plasma pulse and interpulse times on the CO$_2$ conversion and energy efficiency for a plasma at a pressure of 100 mbar, a reduced electric field of 50 Td, and an ionization degree of $10^{-6}$. Sections 3.2 and 3.3 will be dedicated to the time evolution of the vibrational and gas temperatures throughout the first pulse, and after the first pulse, respectively, for different values of t$_{on}$. In Section 3.4, the average vibrational and gas temperatures for the different cases will be compared to those of a continuous plasma. Next, the VDF will be tracked through the first pulse, and after the first pulse, at the end of the plasma, in Section 3.5. In Section 3.6, we will demonstrate the evolution of the most important dissociation and recombination mechanisms for the different plasma pulse and interpulse times, which will be linked to the results in Section 3.1. Section 3.7 will discuss the effect of additional cooling on the energy efficiency dependence of the interpulse time. Finally, in Section 3.8, we will study the effect of the pulsing potential at different ionization degrees and reduced electric fields.

#### 3.1. Effect of Pulsing on the Energy Efficiency and Conversion

Figure 2 shows the CO$_2$ conversion (right y-axis) and energy efficiency (left y-axis) for different plasma pulse times (t$_{on} = 1, 10, 40, 60, 100 \mu$s), and different interpulse times (t$_{off} = 1, 10, 100 \mu$s, 1 ms, 10 ms, 100 ms, 1 s) with an SEI of 1 eV/molec, at a reduced electric field of 50 Td and an ionization degree of $10^{-6}$. The horizontal line corresponds to the conversion and energy efficiency of a continuous (nonpulsed) plasma at the same SEI. Note that the conversion and energy efficiency are linearly correlated because the SEI is constant here (see eq 5). Therefore, in the following, we will only focus on the values of energy efficiency, but the same discussion applies to the conversion.

The results show two separate trends of conversion and energy efficiency upon increasing interpulse time. At short pulse times (t$_{on} = 1$ and 10 $\mu$s), the energy efficiency reaches a maximum of 5.5% and 10%, respectively, at short interpulse times of t$_{off} = 1 \mu$s. However, these values are lower than the energy efficiency for a continuous plasma (i.e., 10.8%). When the interpulse time increases, the energy efficiency drops considerably. The drop is more pronounced for t$_{on} = 1 \mu$s, for which the values of the energy efficiency become negligible at interpulse times above t$_{off} = 10 \mu$s. For t$_{on} = 10 \mu$s, the energy efficiency increases again slightly at interpulse times greater than 10 ms.

For longer pulse times (t$_{on} = 40, 60,$ and 100 $\mu$s), the energy efficiency at the shortest interpulse time (t$_{off} = 1 \mu$s) is 10.6, 10.8, and 10.8%, respectively, very close to the energy efficiency of the continuous plasma. When the interpulse time increases, the energy efficiency initially decreases slightly, being most pronounced for t$_{on} = 40 \mu$s. However, when applying an interpulse time of t$_{off} = 100 \mu$s, the energy efficiency for all three pulse times becomes larger than that of the continuous plasma. A maximum energy efficiency is reached at an interpulse time of t$_{off} = 1$ s, yielding values of 15.9, 16.5, and 14.8%, for t$_{on} = 40, 60,$ and 100 $\mu$s, respectively. Hence, a maximum relative increase of 52% in both the conversion and energy efficiency, with respect to a continuous plasma, is observed for t$_{on} = 60 \mu$s and t$_{off} = 1$ s. However, similarly as what was stated in Section 2.2, we would like to urge the reader to focus on the trends, rather than the absolute values of the efficiencies, as they can be affected by the uncertainties on the rate coefficients. In particular, the energy efficiency was shown to greatly depend on the uncertainty on the activation energy of the reaction CO$_2$ + O $\rightarrow$ CO + O$_2$. If this activation energy of this reaction would be lower, the energy efficiencies would be higher.

In summary, our model reveals that a short plasma pulse and interpulse time both have a negative effect on the CO$_2$ conversion and energy efficiency. Indeed, the plasma pulse time and interpulse time both need to be sufficiently long (t$_{on}$ $\geq 40 \mu$s, and t$_{off}$ $\geq 100$ ms) to ensure higher conversion and energy efficiency than in a continuous plasma. In the experiments conducted by Britun et al.$^{9}$ higher energy efficiency was also found at lower pulse repetition rates.

Figure 2. Energy efficiency and conversion as a function of interpulse time (t$_{off}$), for five different plasma on times (t$_{on}$), for an SEI of 1 eV/molec. The horizontal line represents the conversion and energy efficiency of a continuous plasma at the same SEI.
However, a quantitative comparison of the results cannot be performed because the experiments were conducted at a lower pressure (27 mbar) and higher SEI (2 eV/molec) than in our study. In forthcoming sections, we will explain the above-mentioned trends.

3.2. Time Evolution of the Vibrational and Gas Temperature during the First Pulse. To understand the results plotted in Figure 2, we first should take a look at the time evolution of the vibrational and gas temperature during the first pulse, for different plasma pulse times, that is, $t_{\text{on}} = 10$, 60, and 100 $\mu$s.

Given that the build-up of the vibrational and gas temperature is the same in the first pulse for all cases, we show the gas and vibrational temperature evolution through a continuous plasma in Figure 3, but we indicate the end of the pulses for three cases by vertical dashed lines.

![Figure 3](image)

**Figure 3.** Time evolution of vibrational temperature (blue line) and gas temperature (red line) during a continuous plasma. The vertical dashed lines indicate the end of the plasma pulses with $t_{\text{on}} = 10$, 60, and 100 $\mu$s.

At the start of the plasma ($t = 0$), the vibrational temperature immediately increases to a value of 2468 K after 10 $\mu$s, while the gas temperature does not significantly increase. This behavior is correlated with the long characteristic time scale of VT relaxation around 300 K (see Figure 1), and the fact is that the vibrational energy levels first need to be populated before they release their energy into heat by VT relaxation. Because of the low VT relaxation rate, the gas temperature does not significantly increase in this time frame.

After 10 $\mu$s, the gas temperature starts increasing monotonically until the end of the continuous plasma (i.e., when 1 eV/molec is reached). The vibrational temperature also continues to increase but at a slower pace than before. It reaches a maximum value of 3625 K at $t = 57$ $\mu$s, with a corresponding gas temperature of 708 K. While the gas temperature keeps on increasing beyond that point, the vibrational temperature starts to drop until it reaches 2011 K at $t = 100$ $\mu$s, with a corresponding gas temperature of 1172 K. This can be correlated with the shorter characteristic time scale for VT relaxation with respect to electron impact vibrational excitation at this higher gas temperature (see Figure 1). At the end of the continuous plasma (228 $\mu$s), the vibrational and gas temperature are nearly equal to each other (i.e., 1949 vs 1862 K), indicating that there is no significant VT nonequilibrium anymore. The evolution of the vibrational and gas temperature, described by our model, follows the same trends as in the experiments by Klarenaar et al.\textsuperscript{14} Note that these experiments were conducted at a lower pressure (6.7 mbar), a lower ionization degree ($10^{-7}$) but a similar reduced electric field (60 Td). In Section 3.8, we will demonstrate, however, that the evolution of the vibrational and gas temperature is similar at lower ionization degrees.

In summary, our model reveals that a plasma pulse time of 60 $\mu$s is ideal, at the conditions investigated, because at this time the vibrational temperature reaches its maximum. For shorter plasma pulses, the vibrational temperature does not have enough time to reach this maximum value. On the other hand, at longer pulse times, VT relaxation starts to dominate because of the high gas temperature, causing a drop in vibrational temperature. This ideal plasma pulse time of 60 $\mu$s, to reach the highest vibrational temperature, corresponds with the plasma pulse time that provides the highest conversion and energy efficiency (Figure 2), clearly indicating that a high vibrational temperature is required to reach the most energy efficient CO$_2$ conversion.

3.3. Time Evolution of the Vibrational and Gas Temperature after the First Pulse. Figure 4 presents the vibrational and gas temperature as a function of time after the first pulse, for the three different plasma pulse times of Figure 3 above, that is, $t_{\text{on}} = 10$, 60, and 100 $\mu$s, as well as the afterglow of the continuous plasma. The vibrational and gas temperature are shown in full and dotted blue line, with corresponding values on the left y-axis. In addition, the gas temperature is also plotted with a red full line on a smaller scale (right y-axis) to better illustrate the finer details of its time evolution. The calculations are performed for a long interpulse time of 1 s; however, to evaluate the VT nonequilibrium for different interpulse times, the latter is also indicated with vertical dashed lines in Figure 4, with the values written in the x-axis.

The time evolution of the vibrational temperature is very similar in all four cases. The vibrational temperature decreases fast after the first pulse because of VT relaxation. For a pulse time of $t_{\text{on}} = 10$ $\mu$s, a drop of 100 K is observed within 63 $\mu$s, while for the pulse times of 60 and 100 $\mu$s, a drop of 1000 K takes place within 9 $\mu$s and 1.4 ms, respectively. This temperature drop is more pronounced due to the high vibrational and gas temperature, causing more VT relaxation. For the continuous plasma, it takes 2.2 ms before the vibrational temperature has dropped by 1000 K. The reason is that the vibrational and gas temperature are in close to thermal equilibrium at the end of the plasma, so it follows the decay of the gas temperature.

The time evolution of the gas temperature is quite different from that of the vibrational temperature. For the pulse times of 10, 60, and 100 $\mu$s, the gas temperature first increases after the pulse. A maximum value of 506, 950, and 1225 K is found at times $t = 0.38$ ms, $t = 0.09$ ms, and $t = 0.03$ ms after the pulse, for $t_{\text{on}} = 10$, 60, and 100 $\mu$s, respectively. At those times, the vibrational and gas temperature differs by only 3, 17, and 31 K, respectively, and also at later times, no significant non-equilibrium exists anymore between the vibrational and gas temperature. In the case of the continuous plasma, the temperature does not increase after the plasma because the vibrational and gas temperature are already in close to equilibrium at the end of the plasma.

After the gas temperature has reached its maximum value, it takes around 0.1 to 26 ms to drop by 100 K (i.e., 20, 1.3, 0.46, and 0.1 ms, for $t_{\text{on}} = 10$, 60, 100 $\mu$s, and the continuous plasma, respectively). Hence, this drop is faster for the higher initial
values of the gas temperature, as expected from eq 7. These
time scales are considerably longer than the characteristic time
scales of the drop in vibrational temperature, when a high
nonequilibrium is present (i.e., $9 \times 10^{-6} \mu s$ for a drop of 1000 K;
cf above). Note that the absolute numbers of these
temperature and times only give an indication and are subject
to some uncertainties. More important are the trends they
reveal.

In conclusion, Figure 4 clearly illustrates that for the
different plasma pulse times, and for interpulse times shorter
than 100 $\mu$s, pulsing will further increase the gas temperature
and reduce the vibrational temperature, which has a negative
effect on the VT nonequilibrium and hence on the vibration-
ally induced dissociation. At interpulse times shorter than 100
ms, the gas is still above room temperature when the next pulse
would start, which should also be avoided to reach strong VT
nonequilibrium in the next pulse. Only when the interpulse time is 100 ms or 1 s, the gas is cooled down sufficiently and the vibrational and gas temperature are both at room temperature. At these interpulse times, higher conversions and energy efficiencies are indeed found with respect to a continuous plasma (cf. Figure 2 above).

3.4. Average Vibrational and Gas Temperature during the Pulses. In the previous section, we saw that between the pulses, the vibrational temperature reduced, while the gas temperature increased at small interpulse times and decreased at longer interpulse times. These gains and losses are higher for shorter plasma pulses because a higher amount of pulses is needed to reach the same SEI. For more details, see Figure S1 in Section S2 of the Supporting Information, where the total vibrational and gas temperature gains and losses between the pulses are shown for different cases.

The vibrational temperature loss between the pulses needs to be compensated in subsequent pulses, which can affect the average vibrational temperature in the plasma. Figure 5 illustrates the average vibrational (blue) and gas temperature (red) during the plasma (i.e., averaged over all plasma pulse times), for different plasma pulse and interpulse times, as well as the corresponding values in the continuous plasma, depicted by the horizontal lines with similar colors. In order to compare these values of the average vibrational temperature to the energy efficiency, we include Figure 6, which shows the energy efficiency (also depicted in Figure 2) as a function of the average vibrational temperature, for all modeled cases.

![Figure 6. Energy efficiency as a function of the average vibrational temperature for different plasma pulse and interpulse times (blue), and for the continuous plasma (red).](image)

For short plasma pulse times, that is, \( t_{\text{on}} \leq 10 \mu s \), the vibrational and gas temperature are closest to the values of the continuous plasma (i.e., 2292 and 1194 K, respectively) at short interpulse times. This is consistent to Figure 4, where the vibrational temperature moderately decreased for short interpulses, while the gas temperature could slightly increase. Note that the rise in gas temperature after the first pulse does not lead to a higher average gas temperature, with respect to the continuous case. As the vibrational temperature is reduced, the rise in average gas temperature due to VT relaxation will be lower at the start of the next pulse. Also, later in the plasma, the gas temperature could be much higher, resulting in stronger cooling between the pulses (see eq 7). At interpulse times above 0.1 s, we see that the average gas temperature reduces to 300 K, which is most beneficial for efficient vibrationally induced dissociation.\(^{27,29}\) However, the average vibrational temperature also reduces to 841 K for \( t_{\text{on}} = 1 \mu s \) and to 1811 K for \( t_{\text{on}} = 10 \mu s \). While the low gas temperature allows for efficient vibrational excitation, the plasma pulse time is too short to reach higher values than those of the continuous plasma. For \( t_{\text{on}} = 10 \mu s \), the vibrational temperature does start to increase again at \( t_{\text{off}} > 10 \) ms, explaining the small increase which is also noticed in Figure 2.

For longer plasma pulse times (\( t_{\text{on}} = 60 \) and \( 100 \mu s \)), the vibrational and gas temperature are again close to the values of the continuous plasma at short interpulse times. Again, the interpulse time is too short to allow for significant vibrational and translational changes. At \( t_{\text{off}} \geq 1 \) ms, the average gas temperature starts to drop until it reaches an average value of 458 and 591 K, for \( t_{\text{on}} = 60 \) and \( 100 \mu s \), respectively. This temperature drop results in an increase of the average vibrational temperature. For \( t_{\text{on}} \geq 10 \) ms, the average gas temperature is sufficiently reduced, which allows for the average value of the vibrational temperature to exceed the value of the continuous plasma to reach 2949 and 2836 K at an interpulse time of 1 s for \( t_{\text{on}} = 60 \) and \( 100 \mu s \), respectively. However, while the value of the vibrational temperature exceeds the value of the continuous plasma for \( t_{\text{on}} \geq 10 \) ms, the energy efficiency only exceeds the one from the continuous plasma for \( t_{\text{on}} \geq 100 \) ms (see Figure 2). In order to explain this, we take a look at the VDF in the forthcoming sections.

3.5. Effect of Pulsing on the VDF. The vibrational temperature is a strong indicator for efficient vibrationally induced dissociation. However, it is only a measure of the population of the first vibrational level (see eq 8). As dissociation takes place from the higher vibrational levels of CO\(_2\),\(^{29}\) it is therefore also useful to study the VDF of the asymmetric stretch mode, which is the most important for CO\(_2\) dissociation.\(^{25,29}\) In the next section, we will show the calculated VDFs at the end of the first pulse (for different plasma pulse times), after the first pulse (for a fixed plasma pulse time and different interpulse times), and at the end of the plasma. In each case, we will also plot the corresponding Boltzmann distribution functions at the vibrational temperature reached at these conditions to evaluate the degree of vibrational overpopulation of the higher levels.

3.5.1. VDF at the End of the First Pulse. Similarly as what was mentioned in Section 3.2 for the vibrational and gas temperature, the buildup of the VDFs during the first pulse is similar for different plasma pulse times. The VDFs at the end of the first pulse for different plasma pulse times (i.e., \( t = 1, 10, 60, \) and \( 100 \mu s \)) are displayed in Figure 7. We also added \( t = 80 \mu s \), which is relevant for later discussion. The Boltzmann distributions corresponding to the vibrational temperatures, at the different pulse times, are also shown in dotted lines, to evaluate the overpopulation of the higher vibrational levels with respect to this equilibrium distribution.

At a short plasma pulse time of 1 \( \mu s \), the VDF starts getting populated. While the overpopulation with respect to the equilibrium Boltzmann distribution at \( T_v \) is due to the short characteristic time scale of VV relaxation at temperatures around 300 K (0.04 \( \mu s \); see Figure 1), the time is still too short to reach a significant population of the higher levels. This population is much more significant at a plasma pulse time of 10 \( \mu s \), at which a vibrational temperature of 2468 K is reached (see also Figure 3). For a plasma pulse time of 60 \( \mu s \), the vibrational temperature is 3602 K. The population of the higher vibrational levels is still strong, but this is most apparent
for the intermediate levels, while the highest levels (V17–V21) are somewhat depleted with respect to \( t = 10 \, \mu s \) because of the somewhat higher gas temperature (745 K), causing more VT relaxation.

At a time of 80 \( \mu s \), the gas temperature has increased to 1005 K, and VT relaxation becomes more important (cf. shorter characteristic time scale; see Figure 1). It can be seen that at \( t = 80 \, \mu s \), the vibrational temperature reduces to 2656 K. While this vibrational temperature is higher than in the case of \( t = 10 \, \mu s \) (i.e., 2468 K), the overpopulation of vibrational levels with respect to the Boltzmann distribution is considerably lower, which has a negative effect on the vibrationally induced dissociation.

For a plasma pulse time of 100 \( \mu s \), the gas temperature has increased to 1187 K. While the vibrational temperature reduces to 2011 K, the higher vibrational levels get more depleted with respect to 80 \( \mu s \). However, this depletion is not as pronounced as compared to the depletion going from 60 to 80 \( \mu s \).

3.5.3. VDF at the End of the Plasma. Previous sections only showed the VDF and the vibrational and gas temperature during and after the first pulse, but many consecutive pulses can occur. Therefore, we plot in Figure 9 the VDFs at the end of the plasma (i.e., at the end of the last full pulse in case of more than two pulses or when the predefined SEI of 1 eV/molec. is reached) for two different plasma pulse times (i.e., 1 and 60 \( \mu s \)) and in each case for four different interpulse times. For comparison, the VDF in case of a continuous plasma (when the SEI of 1 eV/molec. is reached) is also illustrated. In addition, in each case, the corresponding Boltzmann distributions are also plotted at the indicated vibrational temperatures to evaluate the degree of overpopulation of the higher vibrational levels with respect to this equilibrium distribution. In Figures S4 and S5 of the Supporting Information, we also show the VDFs at half of the plasma (i.e., when an SEI of 0.5 eV/molec. is reached), for \( t_{\text{on}} = 1 \) and 10 \( \mu s \), and the VDFs at the end of the plasma, for \( t_{\text{on}} = 10 \) and 100 \( \mu s \), for different interpulse times.

For both plasma pulse times, the VDFs at an interpulse time of 1 \( \mu s \) are virtually the same as the VDF in case of a continuous plasma, with a similar vibrational temperature. Indeed, the interpulse time is insufficient to cause significant relaxation of the VDF (see Figure 8). With increasing interpulse time, the evolution of the VDF is different for the two plasma pulse times.

For a plasma pulse time of 1 \( \mu s \) and an interpulse time of 1 ms and above, the VDFs become underpopulated with respect to the continuous plasma. Indeed, the interpulse time is sufficiently long to cause relaxation of the VDF (see Figure 8). However, the plasma pulse time is too short to get significant population of the higher vibrational levels (see Figure 7). In Figure 9, the difference is not large, given that the VDF of the continuous plasma is mostly thermalized as a result of the high gas temperature (1862 K). The underpopulation of the VDF is still decreases because the vibrational and gas temperature and corresponding Boltzmann distribution decrease.

3.5.2. Relaxation of the VDF between Two Pulses. In Figure 8, we show the VDF at the end of the first pulse (black curve) for a plasma pulse time \( t_{\text{on}} = 60 \, \mu s \), and before the start of a new pulse for four different interpulse times, that is, \( t_{\text{off}} = 1 \, \mu s, 10 \, \mu s, 1 \, ms, \) and 1 s. The Boltzmann plots at the corresponding vibrational temperatures are also indicated to evaluate the degree of overpopulation of the higher levels with respect to this equilibrium distribution.

Figure 4 illustrated that the vibrational temperature quickly drops after the plasma pulse and that a quasi-equilibrium with the gas temperature was reached at around \( t = 1 \, ms \). This is also observed in the VDFs; see Figure 8. At the end of the plasma pulse with \( t_{\text{on}} = 60 \, \mu s \), the higher levels of the VDF are strongly populated (cf. also Figure 7). After 1 \( \mu s \), the VDF still looks very similar to the one at the end of the pulse and only a small relaxation is noticed. After 10 \( \mu s \), the higher vibrational levels are clearly less populated. While the overpopulation with respect to the Boltzmann distribution is still significant, a faster relaxation is observed for the higher vibrational levels. Similarly as in Figure 4, the VDF relaxes to its Boltzmann distribution after 1 ms. For longer interpulse times, the population of the VDF still decreases because the vibrational and gas temperature and corresponding Boltzmann distribution decrease.
much more clear in Figure S5 of the Supporting Information, where the VDFs at half of the plasma are shown.

For a plasma pulse time of 60 μs, the VDF starts getting more populated at higher interpulse times. At an interpulse time of 1 ms, a slight overpopulation of the higher vibrational levels is observed, compared to the VDF of the continuous plasma, despite the slightly lower vibrational temperature (1802 K). This can be correlated with the lower gas temperature (1407 K), allowing for a faster VT relaxation and a slower VV relaxation (see Figure 1). For an interpulse time of 10 ms, the gas temperature is even lower (1034 K). However, it can be seen that while the vibrational temperature is higher than the continuous case (2364 K), the population of the higher vibrational levels did not significantly increase. Indeed, while the first vibrational level gets excited, the gas temperature is still too high to allow for a fast overpopulation of the higher vibrational levels (cfr. lower characteristic time scale for VT at higher gas temperature, see Figure 1), that were depleted during the interpulse (see Figures 4 and 8). This results in a lower overpopulation of the VDF with respect to the equilibrium Boltzmann distribution at T_v (see Figure 9b). Note that a lower population of the higher vibrational levels, despite a higher vibrational temperature, was also noticed in Figure 7 for t = 10 and 80 μs. In the latter case, the gas temperature reached 1005 K, which is similar to the gas temperature mentioned above (1034 K). The slightly higher overpopulation of the VDF for t_off = 60 μs and t_off = 10 ms, compared to the continuous plasma, is not enough to compensate for the vibrational energy loss between the pulses (see Section S2 in the Supporting Information) and does not lead to higher energy efficiency, despite a higher average vibrational temperature (see Figure 5).

When the interpulse time increases to t_off = 1 s, the gas temperature reduce back to 300 K (see Figure 4). This results in a larger characteristic time scale, and thus lower rate for VT relaxation, and a faster VV relaxation. For a plasma pulse time of 60 μs, this results in a large overpopulation, with respect to the continuous plasma that is again similar to the one in the first plasma pulse (see Figure 7). Because at these conditions, higher energy efficiencies are found; it seems that the higher vibrational overpopulation is enough to compensate for the vibrational energy losses between the pulses (see Section S2 in the Supporting Information).

In Figure S5 of the Supporting Information, we show the VDFs at the end of the plasma, for plasma pulse time of 10 and 100 μs, for different interpulse times. As these plasma pulse times are long enough to reach significant overpopulation (see Figure 7), the evolution of the VDFs with increasing interpulse time is similar to the evolution at a plasma pulse time of 60 μs. While the VDFs show a large overpopulation of the higher vibrational levels compared to the VDF of the continuous plasma, for both t_on = 10 μs, and t_on = 60 μs, at an interpulse time of 1 s, this only leads to a higher energy efficiency for the plasma pulse time of 60 μs (see Figure 2). Indeed, because of the shorter plasma pulse time at t_on = 10 μs, the number of pulses is higher to reach the same SEI of 1 eV/molec, which will increase the total amount of vibrational energy that is lost (see Figure S1 in the Supporting Information). Because more vibrational energy is lost, there is less vibrational energy available for vibrationally induced dissociation. In the next section, we will discuss in more detail the dissociation mechanisms.

3.6. Effect of Pulsing on the Dissociation and Recombination Mechanisms. Now that we understand the effect of pulsing on the vibrational and gas temperature and on the shape of the VDF, we can investigate the effect of the different plasma pulse and interpulse times on the CO_2 dissociation and recombination mechanisms. In Figure 10, we plot the percentage of CO_2 that is converted by electron impact dissociation (red), dissociation upon collision with a molecule M (blue), and upon collision with an O atom (yellow), as a function of interpulse time, for four different plasma pulse times. The most important recombination mechanism, that is, recombination of CO and O (purple), is plotted as negative CO_2 conversion. The horizontal lines correspond to the conversion by these four mechanisms in a continuous plasma at the same SEI.

For t_on = 1 μs (Figure 10a), all three dissociation mechanisms have the highest CO_2 conversion at t_off = 1 μs. At this short interpulse time, the VDF does not relax significantly between two pulses (see Figure 8), so there is still enough vibrational build-up through the plasma (see Figures 9a and S3 in the Supporting Information). This results in the largest contribution to dissociation from collisions of CO_2 with either a molecule M or an atom O. Given the high activation energy barriers of these reactions^{27} and the relatively
low gas temperatures calculated in this work, the energy to overcome this barrier comes from the higher vibrational levels. This is also shown in Figure S7 of the Supporting Information, where the contribution of the vibrational levels to the overall dissociation is shown.

When the interpulse time increases, the overpopulation of the higher vibrational levels is considerably lower (see Figures 9a and S3 in the Supporting Information), so vibrationally induced dissociation, upon collision with a molecule M or an atom O, becomes insignificant (see also Figure S7 in the Supporting Information). Therefore, electron impact dissociation becomes the most important dissociation process, although its absolute value is also quite low and drops upon increasing interpulse time. This is because the conditions under study (i.e. $E/N = 50$ Td), most of the electron energy goes into vibrational excitation of CO$_2$, and only a smaller portion goes into direct electron impact dissociation. For longer interpulse times, the VDF relaxes between two pulses (see Figure 8), so more of the electron energy is needed at the start of the next pulse to repopulate the VDF, resulting in a lower contribution of electron impact dissociation to the conversion.

Because the dissociation mechanisms have a lower contribution than those of the continuous case for all interpulse times at $t_{on} = 1 \mu s$, the recombination is also lower than in the continuous case for all interpulse times. The highest contribution from this reaction happens at short interpulse times, where the overall dissociation is highest.

For $t_{on} = 10 \mu s$ (Figure 10b), vibrationally induced dissociation (upon collision with either another molecule M or an O atom) is dominant for all interpulse times. Just like for $t_{on} = 1 \mu s$, the conversion reaches its maximum for short interpulse times (i.e., $t_{off} = 1 \mu s$) because the VDF is not drastically depleted between the pulses at these short interpulse times. The conversion is higher than for $t_{on} = 1 \mu s$ because there are less pulses in total (for the same fixed SEI) and thus less overall vibrational energy loss (see Figure S1 of the Supporting Information). When the interpulse time increases, all three dissociation mechanisms first yield less conversion, but above $t_{off} = 10$ ms, they again become more important. This is consistent with the increase in energy efficiency, observed in Figure 2, and can be explained by the lower gas temperature, which allows for a higher population of the VDF near the end of the plasma, compared to a continuous plasma (see Figure S5 in the Supporting Information). The contribution of electron impact dissociation is again quite small and drops upon longer interpulse times, like with $t_{on} = 1 \mu s$, for the same reason.

The recombination is high at short interpulse times, similar to Figure 10a. The recombination is slightly lower than in the continuous case, which can be correlated to the lower conversion. However, at long interpulse times, the recombination becomes higher than in the continuous case, while the conversion is lower. It was seen in ref 29 that recombination is very prominent in the afterglow because the O atoms formed in the plasma are less used in vibrational-induced dissociation due to the lower vibrational temperature. The higher contribution of this process at $t_{on} = 10 \mu s$ and $t_{off} = 1$ s can be explained by the multiple interpulses. The increase was not observed at short interpulse times because these were too short to increase the effect of the recombination.

It is clear from Figure 10a,b that these very short plasma pulse times yield a significantly lower conversion by all three processes than the continuous plasma, for all interpulse times, except for the shortest interpulse times, where the role of electron impact dissociation is comparable to that for a

Figure 10. Percentage of converted CO$_2$ by three main dissociation reactions: electron impact dissociation (red), dissociation upon collision with molecule M (blue) and dissociation upon collision with an O atom (yellow). The major recombination reaction forming CO$_2$ is also plotted (purple, negative value). The dashed lines represent the respective conversions and recombination for a continuous plasma at the same SEI of 1 eV/molec.
continuous plasma. This picture corresponds to Figure 2, where the overall conversion and energy efficiency were lower than for the continuous plasma.

For $t_{\text{on}} = 60 \mu s$ and $t_{\text{on}} = 100 \mu s$, the conversion by all three processes is comparable to the continuous plasma for $t_{\text{off}} \leq 10$ ms. When $t_{\text{off}} \geq 100$ ms, the conversion by vibrationally induced dissociation, upon collision with a molecule M or an atom O, becomes higher than that for the continuous plasma. This is correlated with the lower number of pulses, and hence lower total vibrational temperature loss (see Figure S1 in the Supporting Information), at these plasma pulse times, combined with a significant overpopulation of the higher vibrational levels, with respect to the continuous plasma, close to the end of the plasma (see Figure 9). Similarly to the conversion, the contribution of the recombination process follows that of the continuous plasma for short interpulse times. For longer interpulse times, the recombination becomes higher than that of the continuous case, which can be explained by the multiple pulses and the higher contribution of the dissociation mechanisms. However, the higher recombination is not enough to compensate for the increase in dissociation, thus explaining the higher conversion and energy efficiencies in Figure 2.

3.7. Influence of Cooling on the Pulsing Effect. From Sections 3.3, 3.4, and 3.5, we concluded that the reduction of the gas temperature resulted in a higher average vibrational temperature, and a higher overpopulation of the higher vibrational levels, which is beneficial for vibrationally induced dissociation (see Section 3.6). Thus, we may conclude that a lower gas temperature has a beneficial effect on the dissociation, and therefore, we investigate here the effect of additional wall cooling on the energy efficiency, for a plasma pulse time of $t_{\text{on}} = 60 \mu s$, and different interpulse times. This is illustrated in Figure 11, for the standard case (no additional cooling: $\lambda_{\text{add}} = 0$), and three different cooling rates, defined by the additional thermal conductivity, $\lambda_{\text{add}}$ (in W m$^{-1}$ K$^{-1}$), besides the basic case (no additional cooling). The dashed horizontal lines correspond to the continuous plasma cases.

occurs at $t_{\text{off}} = 1$ ms already. This means that additional cooling can be used to tune the interpulse time at which the full potential of plasma pulsing can be exploited.

3.8. Influence of the Ionization Degree and Reduced Electric Field on the Pulsing Effect. Until now, we have only discussed the effect of pulsing at an ionization degree of $10^{-6}$ and a reduced electric field of 50 Td, which are characteristic for so-called warm plasmas such as MW and GA discharges.\(^5,6,7\) In this section, we will evaluate the effect of the ionization degree and the reduced electric field on the potential of plasma pulsing. In Figure 12, we vary the ionization degree between $2 \times 10^{-7}$ and $10^{-5}$ at a reduced electric field of 50 Td. The blue bars are the energy efficiencies for a continuous plasma, while the red bars represent the maximum energy efficiency (evaluated for different plasma pulse and interpulse times) that can be added by pulsing. For ionization degrees of $5 \times 10^{-7}$ and $10^{-6}$, pulsing can indeed increase the energy efficiency of CO$_2$ dissociation, upon selecting the right values of plasma pulse and interpulse times (cf. Figure 2). However, at both lower and higher ionization degrees, pulsing seems not to increase the energy efficiency, which can be explained as follows.

The reason why the energy efficiency does not increase at a high ionization degree of $1 \times 10^{-5}$ lies in the much faster rise of the vibrational temperature, with respect to the gas temperature because of the shorter time scales of electron impact vibrational excitation (see Figure 1). This is shown in Figure S6 of the Supporting Information where the time evolutions of the vibrational and gas temperature are plotted at different ionization degrees. Because the vibrational temperature rises much faster than the gas temperature, the latter does not reach high enough values to thermalize the vibrational temperature, which therefore increases until the end of the plasma. Because no thermalization of the vibrational temperature occurs during the continuous plasma, pulsing will not be able to increase the vibrational temperature and will therefore not be able to improve the energy efficiency. For $\delta = 5 \times 10^{-6}$, thermalization does start to occur. However, the energy efficiency does not improve, as this thermalization happens closer to the end of the plasma, which prevents pulsing from improving the energy efficiency. In Figure 12, ionization degree
degrees higher than the dashed vertical line have a vibrational temperature increase until the end of the plasma.

At a low ionization degree of $d_i = 2 \times 10^{-7}$, the vibrational temperature does reach a maximum value, after which it thermalizes (see Figure S6 in the Supporting Information). However, pulsing cannot increase the energy efficiency (see Figure 12). This can be explained by the contribution of the different dissociation mechanisms, shown in Figure 13 for different plasma pulse times, and an interpulse time of 1 s. At low ionization degrees, the characteristic time scale of electron impact vibrational excitation is much longer (see for $d_i = 10^{-7}$ in Figure 1), resulting in a smaller contribution from vibrationally induced dissociation upon collision with a molecule M or an atom O. As can be seen in Figure 13, electron impact dissociation becomes the most important dissociation mechanism. While pulsing increases the dissociation upon collision with molecule M (see $t_{on} = 100–1000 \mu s$ in Figure 13), this rise is compensated by the negative effect of pulsing on electron impact dissociation (as was also seen in Figure 10). The lower total contribution from these two reactions also lowers the dissociation upon collision with atom O, as they provide the O atoms for this reaction. The reduced contribution of electron impact dissociation and dissociation by collision with atom O will therefore not lead to higher energy efficiencies, with respect to the continuous plasma.

When the reduced electric field increases, vibrationally induced dissociation becomes less important due to the lower amount of electron energy that goes to the vibrational modes.27 Figure 14 illustrates the effect of the latter on the additional energy efficiency created by pulsing the plasma for 100 and 150 Td. At a reduced electric field of 100 Td (corresponding to an electron temperature of about 2 eV), pulsing increases the energy efficiency at an ionization degree of $5 \times 10^{-7}$ and $10^{-6}$ (see Figure 14a). The increase at $d_i = 10^{-6}$ is small because thermalization occurs closer to the end of the plasma. At a reduced electric field of 150 Td (and corresponding electron temperature of 2.8 eV), the energy efficiency is only enhanced at an ionization degree of $10^{-6}$.

However, it can be seen in Figure S8 that the vibrational temperature thermalizes in the first half of the plasma. Hence, the small increase in energy efficiency is a result of the smaller influence of vibrationally induced dissociation at higher reduced electric fields.27

For high and low ionization degrees, pulsing the plasma also does not lead to higher energy efficiency at higher reduced electric fields of 100 and 150 Td. Similar explanations as the ones that were given for a reduced electric field of 50 Td also apply. Indeed, at high ionization degrees, the vibrational temperature also increases until the end of the plasma (see Figures S7 and S8 of the Supporting Information), while at low ionization degrees, the negative effect of pulsing on the most prominent dissociation mechanism, that is, electron impact dissociation, cannot be compensated by the positive effect on the vibrationally induced dissociation by collision with molecule M. This is shown in Figures S10 and S11 of the Supporting Information for $d_i = 10^{-7}$ at 100 Td and $d_i = 5 \times 10^{-8}$ at 150 Td, respectively.

4. CONCLUSIONS

We have demonstrated the potential of plasma pulsing for improving the energy efficiency of CO$_2$ dissociation in a nonequilibrium plasma by means of a 0D chemical kinetics model with self-consistent gas temperature calculation. At a reduced electric field of 50 Td, an ionization degree of $10^{-6}$, and a total SEI of 1 eV/molec, our model predicts a drop in energy efficiency for short plasma pulse and interpulse times (i.e., $t_{on} \leq 10 \mu s$, and $t_{off} \leq 10$ ms), while an improvement in
energy efficiency was calculated at longer plasma pulse and interpulse times.

To explain these results, we studied the vibrational and gas temperature evolution as a function of time during and after the pulse. The vibrational temperature quickly rises but drops again after a maximum is reached, while the gas temperature rises more slowly, but shows a continuous increase during and even after the pulse, and only drops for long enough interpulse times. The plasma pulse time for which the highest energy efficiency was found (60 μs) corresponds to the time at which the vibrational temperature reaches its maximum. For shorter plasma pulse times, this maximum could not be reached, while at longer plasma pulse times, thermalization due to the high gas temperature results in a strong drop in vibrational temperature. This effect is correlated with the shorter characteristic time of VT relaxation at higher gas temperatures. At interpulse times above t_{off} = 1 ms, the vibrational and gas temperature reach an equilibrium, and both reach room temperature at t_{off} = 1 s. A maximum energy efficiency of 16.5% (compared to 10.8% for a continuous plasma at the same conditions) was obtained for a plasma pulse time t_{on} = 60 μs and an interpulse time t_{off} = 1 s. We want to note that the absolute values in this work are subject to some uncertainties as a result of the uncertainties that exist on the rate coefficients. It is thus more important to focus on the trends they reveal as they are typically not affected by these uncertainties.2

The effect of pulsing was also reflected in the evolution of the VDF. During the pulse, the higher vibrational levels start to get populated, but when the gas temperature becomes about 1000 K, the higher vibrational levels, which are needed for efficient vibrationally induced dissociation, start to get depleted. Hence, for plasma pulse times of 60 μs, the VDF is still overpopulated by the end of the pulse, but it quickly thermalizes after the pulse, and for interpulse times t_{off} = 1 ms, the VDF returns to a Boltzmann distribution, in equilibrium with the translational (gas) temperature.

We also compared the VDF at the end of the plasma (when the total SEI of 1 eV/molecule was reached) for different plasma pulse and interpulse times. For short interpulse times, the VDF closely resembles that of a continuous plasma, which is nearly thermalized because of the higher gas temperature. However, for longer interpulse times, the reduction in gas temperature was enough to allow a considerable overpopulation of the vibrational levels with respect to the continuous plasma. This overpopulation was the highest for t_{off} = 1 s, at which the highest energy efficiencies were found. However, the plasma pulse time needs to be long enough (ca. 60 μs), to fully exploit the beneficial effect of plasma pulsing, because the VDF needs this time to fully build up during the pulses, and a lower number of pulses reduces the losses of vibrational energy in between the pulses.

By evaluating the role of the various CO_2 dissociation processes, our model reveals that the higher energy efficiency upon pulsing (at long enough plasma pulse and interpulse times) is due to an increased contribution from vibrationally induced dissociation (mainly CO_2 + M → CO + O + M, but also CO_2 + O → CO + O_2).

We also studied the effect of additional plasma cooling on the pulsing effect. Our model shows that for higher plasma cooling, the beneficial effects of pulsing already occur at shorter interpulse times, which is logical, as the gas temperature drops more quickly.

Finally, we evaluated the pulsing effect for different ionization degrees and reduced electric fields. At high ionization degrees, the vibrational temperature rises much faster than the gas temperature, resulting in higher energy efficiencies in a continuous plasma. Hence, as no thermalization of the vibrational levels occurs (due to the lower gas temperature), plasma pulsing cannot further improve the energy efficiency. At low ionization degrees and higher reduced electric fields, vibrationally induced dissociation is of lower importance; therefore, pulsing has again no (or only a minor) effect on the energy efficiency. Therefore, our model reveals that pulsing can significantly enhance the energy efficiency for ionization degrees around 5 × 10⁻² to 10⁻¹, and low reduced electric fields of about 50 and 100 Td.

In summary, our model provides interesting insights into how plasma pulsing can compensate for the negative effect of thermalization of the VDF, and how it can be used to increase the VT nonequilibrium in CO_2 plasmas and thus to optimize the role of vibrationally induced dissociation as the most energy efficient CO_2 dissociation pathway.
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