Plasma based CO₂ and CH₄ conversion: A modeling perspective
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This paper gives an overview of our plasma chemistry modeling for CO₂ and CH₄ conversion in a dielectric barrier discharge (DBD) and microwave (MW) plasma. We focus on pure CO₂ splitting and pure CH₄ reforming, as well as mixtures of CO₂/CH₄, CH₄/O₂, and CO₂/H₂O. We show calculation results for the conversion, energy efficiency, and product formation, in comparison with experiments where possible. We also present the underlying chemical reaction pathways, to explain the observed trends. For pure CO₂, a comparison is made between a DBD and MW plasma, illustrating that the higher energy efficiency of the latter is attributed to the more important role of the vibrational levels.
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1 INTRODUCTION

In recent years, there is increasing interest in plasma used for CO₂ and CH₄ conversion. Several types of plasma reactors are being investigated for this purpose, including (packed bed) dielectric barrier discharges (DBDs), microwave (MW) plasmas, ns-pulse, spark, and gliding arc (GA) discharges. Research focuses on pure CO₂ splitting into CO and O₂, on CH₄ (and other hydrocarbons) reforming, and on mixtures of CO₂ with a hydrogen-source, that is, mainly CH₄, but sometimes also H₂O or H₂, to produce value-added chemicals like syngas, hydrocarbons, and oxygenated products. Key performance indicators are the conversion and the energy efficiency of the process, as well as the possibility to produce specific value-added chemicals with good yields and selectivity. To realize the latter, the plasma should be combined with a catalyst (e.g.,), as the plasma itself is a too reactive environment, and thus produces a wealth of reactive species, which easily recombine to form new molecules, without any selectivity.

To improve the conversion, product yields and energy efficiency of this process, a good insight in the underlying plasma chemistry is crucial. This can be obtained by experiments, but measuring the reactive species densities inside the plasma is far from evident. Therefore, modeling of the plasma chemistry can be a valuable alternative, as it provides information on the most important chemical reaction pathways, and how to tune them to improve the conversion, energy efficiency, and product formation.

In the 80s and 90s, some papers have been published on CO₂ plasma chemistry modeling, with applications to CO₂ lasers. These models, however, did not consider the vibrational kinetics, which are important for energy efficient CO₂ conversion. Some other papers have described the vibrational kinetics for gas flow applications, but without focusing on the plasma chemistry. In 1981 Rusanov
and Fridman developed a model for CO₂ in a MW plasma, by means of particle and energy conservation equations for the neutral species and an analytical description of the vibrational distribution functions,[41] and they obtained good agreement with experimental values for CO₂ conversion and energy efficiency. However, they did not include the full plasma chemistry with charged species and a self-consistent calculation of the electron density.

In recent years, several plasma chemistry models were presented in literature, for CO₂ splitting,[12,42–46] CH₄ reforming,[47–49] CO₂/CH₄,[50–62] CH₄/O₂,[62–68] CO₂/H₂O,[69] CO₂/H₂,[3] as well as CO₂/N₂[70,71] or CH₄/N₂[72–77] mixtures, because N₂ is one of the most important components in gas effluents. Note, however, that not all these studies were devoted to gas conversion applications. For instance, the CH₄/N₂ mixture is also of interest for cleaning of polluted air streams, plasma assisted ignition and combustion, nitrocarburizing, and for studying the atmospheric chemistry of Titan.[72–77]

As our group PLASMANT has been quite active in this domain in the past few years, this paper gives an overview of recent work carried out in our group, illustrating typical results that have been obtained in terms of gas conversion and energy efficiency, product formation and the underlying chemistry explaining these results, and it will also indicate future challenges for modeling.

We have performed simulations for a DBD and MW plasma, and we will show a comparison between both for pure CO₂ splitting, as they yield very different energy efficiencies, and the latter can be explained from the vibrational kinetics, which are much more important in the MW plasma than in the DBD, as elucidated by the models. To describe these plasma types, two-dimensional or even three-dimensional models would be most accurate; however, as we are interested in the detailed plasma chemistry to reveal the reaction pathways leading to conversion, this would yield excessively long calculation times. Therefore, we typically use 0D modeling, although 1D fluid modeling has also been applied. In the next section, we will briefly describe both the 1D fluid model and the 0D chemical kinetics model, and how the latter can be used to account for spatial effects in a DBD or MW plasma. Furthermore, we will also briefly present the chemistry included in the models. Subsequently, we will show typical results of the models, focusing on pure CO₂ splitting and pure CH₄ reforming, followed by mixtures of CO₂/CH₄, CH₄/O₂ and CO₂/H₂O. We also studied mixtures of CO₂ and CH₄ with N₂,[70,71,77] but this is outside the scope of the present paper. Finally, we will give conclusions and perspectives for future work.

2 DESCRIPTION OF THE MODELS

A fluid model consists of solving continuity equations for the various plasma species (see next section), with different production and loss terms as defined by the chemical reactions, as well as transport equations based on diffusion and migration in the electric field (the latter only for the charged species). Furthermore, also an energy balance equation is solved for the electrons, to account for the energy gain from the electric field and the energy losses due to collisions. For the other plasma species, the so-called heavy particles, no energy balance equation is needed, as they can be considered in thermal equilibrium with the background gas. Finally, these equations are coupled to Poisson’s equation, for a self-consistent calculation of the electric field distribution from the charged species densities. The 1D fluid model used in our work is incorporated in the Plasimo software.[78,79]

In most of our studies, however, we use a 0D model, which is computationally less intensive than a 1D model. Moreover, and more importantly, it allows to account for some spatial effects, characteristic for the type of plasma under study, which are more difficult to (self-consistently) account for in a fluid model, like the occurrence of filaments in a DBD, which is in principle a random process. A 0D chemical kinetics model consists of solving balance equations for the species densities, based on production and loss rates, as determined by the chemical reactions:

\[
\frac{dn_i}{dt} = \sum_j \left\{ \left( a_{ij}^{(1)} - a_{ij}^{(2)} \right) k_j \prod_l n_l^{(1)} \right\}
\]

where \(a_{ij}^{(1)}\) and \(a_{ij}^{(2)}\) are the stoichiometric coefficients of species \(i\), at the left and right hand side of a reaction \(j\), respectively, \(n_i\) is the species density at the left-hand side of the reaction, and \(k_j\) is the rate coefficient of reaction \(j\) (see below).

For each species included in the model, that is, different types of molecules, radicals, ions, excited species, as well as the electrons, a separate balance equation is solved. In the next section, the species included in the models for the different gas mixtures will be outlined.

These balance equations yield the time-evolution of the species densities, averaged over the plasma reactor volume. Indeed, because it is a 0D model, it only accounts for time-variations, while spatial variations, due to transport in the plasma, are not considered. However, based on the gas flow rate, we can translate the time-variation into a spatial variation, that is, as a function of distance travelled through the plasma reactor. This is possible due to the similarity between a batch reactor and a plug flow reactor. Indeed, when the plasma reactor is considered as a plug flow reactor, the temporal variation corresponds to a variation as a function of residence time in the reactor, or in other words, as a function of distance in the reactor.

In this way, we can thus account for spatial variations of input power or gas temperature inside the plasma reactor. Indeed, in a MW plasma, the power deposition is the highest at the position of the waveguide, and as a result, the gas temperature will start to increase around this position. Likewise, as mentioned above, the filamentary behavior of a DBD can be accounted for by applying a number of pulses
as a function of time, which represent the microdischarge filaments inside the DBD reactor. More details about how we account for this filamentary behavior in a DBD can be found in \([42, 59, 80]\).

Besides the species densities, also the average electron energy is calculated in this 0D model, based on an energy balance equation, again with energy source and loss terms as defined by the power deposition (or electric field) and the chemical reactions. The average electron energy is used to calculate the energy-dependent rate coefficients of the electron-induced processes, such as ionization, excitation and dissociation. The rate coefficients of the other chemical reactions, that is, between the neutral species or ions, depend on the gas temperature and are calculated from Arrhenius equations, using data adopted from literature.

3 | DESCRIPTION OF THE PLASMA CHEMISTRY INCLUDED FOR THE DIFFERENT GAS MIXTURES

Depending on the gas mixture under consideration, different species need to be considered in the model. Table 1 gives an overview of the species included in the pure CO$_2$ model, the pure CH$_4$ model, as well as the extra species included in the CO$_2$/CH$_4$, CO$_2$/H$_2$O, or CH$_4$/O$_2$ gas mixtures. Note that the same species are included in the CO$_2$/CH$_4$, CO$_2$/H$_2$O, and CH$_4$/O$_2$ models, because these combinations indeed yield the production of similar molecules.

As mentioned in the Introduction, the vibrational levels of CO$_2$ can play an important role in the CO$_2$ conversion, depending on the type of plasma to be studied. Indeed, while they are of minor importance in a DBD,\(^{[42]}\) they are crucial for the CO$_2$ splitting in a MW plasma.\(^{[43, 44]}\) This will be further illustrated in section 4.1 below. For this reason, we have developed an extensive chemical kinetics model for CO$_2$, taking into account these vibrational levels.\(^{[43, 44]}\) Hence, the symbols “V” and “E” between brackets for CO$_2$, CO, and O$_2$ represent the vibrationally and electronically excited levels of these species. For CO$_2$, most attention is paid to the vibrational levels of the asymmetric stretch mode, which are indeed the most important, as they present the dominant pathway for energy efficient CO$_2$ splitting (see below). Hence, they are all taken into account, up to the dissociation limit, denoted as CO$_2$(V1–V21) in Table 1.

### TABLE 1  Overview of the species included in the pure CO$_2$ model, the pure CH$_4$ model, as well as the extra species included in the CO$_2$/CH$_4$, CO$_2$/H$_2$O, and CH$_4$/O$_2$ gas mixtures

<table>
<thead>
<tr>
<th>Species in the pure CO$_2$ model</th>
<th>Charged species</th>
<th>Radicals</th>
<th>Excited species</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO$_2$, CO</td>
<td>CO$_2^+$, CO$_4^+$, CO$_4^+$,</td>
<td>C$_2$O, C, C$_2$</td>
<td>CO$_2$ (V$_a$, V$_b$, V$_c$, V$_d$),</td>
</tr>
<tr>
<td></td>
<td>C$_2$O$_2^+$, C$_2$O$_4^+$, C$_4$O$_4^+$,</td>
<td></td>
<td>CO$_2$ (V$<em>1$–V$</em>{21}$), CO$_2$ (E$_1$,</td>
</tr>
<tr>
<td></td>
<td>C$_2^+$, C$_4^+$, CO$_3^+$, CO$_4^-$</td>
<td></td>
<td>E$_2$),</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CO (V$<em>1$–V$</em>{10}$), CO (E$_1$–E$_4$)</td>
</tr>
<tr>
<td>O$_2$, O$_3$</td>
<td>O$^+$, O$_2^+$, O$_4^+$, O$^-$, O$_2^-$,</td>
<td>O</td>
<td>O$_2$ (V$_1$–V$_4$), O$_2$ (E$_1$–E$_2$)</td>
</tr>
<tr>
<td></td>
<td>O$_3^-$, O$_4^-$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>electrons</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Species in the pure CH$_4$ model</th>
<th>Charged species</th>
<th>Radicals</th>
<th>Excited species</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4$</td>
<td>CH$_3^+$, CH$_4^+$, CH$_3^+$,</td>
<td>CH$_3$, CH$_2$, CH, C</td>
<td>CH$_4^*$</td>
</tr>
<tr>
<td></td>
<td>CH$_2^+$, CH$_4^+$, C$^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$, C$_2$H$_4$</td>
<td>C$_2$H$_6^+$, C$_2$H$_4^+$, C$_2$H$_4^+$,</td>
<td>C$_2$H$_6$, C$_2$H$_4$, C$_2$H</td>
<td>C$_2$H$_6^<em>$, C$_2$H$_4^</em>$, C$_2$H$_4^*$</td>
</tr>
<tr>
<td>C$_2$H$_5$, C$_2$H$_4$</td>
<td>C$_2$H$_5^+$, C$_2$H$_4^+$, C$_2$H$_4^+$, C$_2$H$_4^+$</td>
<td>C$_2$H$_5$, C$_2$H$_4$</td>
<td>C$_2$H$_5^*$</td>
</tr>
<tr>
<td>C$_2$H$_2$</td>
<td>C$_2$H$_2^+$, C$_2$H$_4^+$, C$_2$H$_4^+$,</td>
<td>C$_2$H$_4$, C$_2$H</td>
<td>C$_2$H$_4^*$</td>
</tr>
<tr>
<td>H$_2$</td>
<td>H$_2^+$, H$_2^+$, H$^+$, H$^+$</td>
<td>H</td>
<td>H$_2^*$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Extra species in the CO$_2$/CH$_4$, CO$_2$/H$_2$O, or CH$_4$/O$_2$ models</th>
<th>Charged species</th>
<th>Radicals</th>
<th>Excited species</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O, H$_2$O$_2$</td>
<td>H$_2$O$^+$, H$_2$O$^+$, OH$^+$, OH$^-$</td>
<td>OH, HO$_2$</td>
<td>H$_2$O$^*$</td>
</tr>
<tr>
<td>CH$_3$O</td>
<td>CHO, CH$_3$OH,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$OH</td>
<td>CH$_3$O,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$OOH</td>
<td>CH$_3$O$_2$,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_4$OH</td>
<td>CHCO, CH$_3$CO,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_5$OOH</td>
<td>CH$_3$CHO, C$_2$H$_5$O,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$CHO</td>
<td>C$_2$H$_2$O,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$CO</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
effective vibrational levels of CO\textsubscript{2}, being a combination of the symmetric mode levels, are taken into account, listed in Table 1 as CO\textsubscript{2}(V\textsubscript{a}–V\textsubscript{d}), as well as two electronically excited levels of CO\textsubscript{2}, denoted as CO\textsubscript{2}(E\textsubscript{1}, E\textsubscript{2}), ten vibrational levels and two electronically excited levels of O\textsubscript{2}, indicated as O\textsubscript{2}(V\textsubscript{1}–V\textsubscript{4}) and O\textsubscript{2}(E\textsubscript{1}–E\textsubscript{2}). More details about these notations can be found in.\cite{43}

For the CO\textsubscript{2}/CH\textsubscript{4}, CO\textsubscript{2}/H\textsubscript{2}O, and CH\textsubscript{4}/O\textsubscript{2} gas mixtures, no vibrational levels of CH\textsubscript{4} or H\textsubscript{2}O are included yet; only some electronically excited levels are considered, denoted with “*.” It should, however, be mentioned that these excited levels were only included to describe the energy loss processes, but they were not treated as separate species. Likewise, the CO\textsubscript{2}, CO, and O\textsubscript{2} vibrational levels were also disregarded in these mixtures, to reduce the complexity and the calculation time, and because these models were up to now only applied to a DBD plasma. However, we plan to extend these models also to the vibrational levels of CH\textsubscript{4} and H\textsubscript{2}O in the future. On the other hand, a large number of higher order hydrocarbons, as well as oxygenates, were included in the models for the CO\textsubscript{2}/CH\textsubscript{4}, CO\textsubscript{2}/H\textsubscript{2}O, and CH\textsubscript{4}/O\textsubscript{2} gas mixtures, as they are regarded as value-added chemicals. The exact list of plasma species included in each of the models can be consulted in.\cite{12,42–44,49,58–60,62,69}

The species listed in Table 1 might all chemically react with each other. Hence, a large number of chemical reactions (typically up to 1000) are incorporated in these models, including electron impact reactions, electron-ion recombination, ion-ion, ion-neutral, and neutral-neutral reactions. All details about these chemical reaction sets, as well as the corresponding rate coefficients, can be found in.\cite{12,42–44,49,58–60,62,69]

4 | RESULTS AND DISCUSSION

4.1 | Pure CO\textsubscript{2} splitting

4.1.1 | DBD plasma

As explained in section 2 above, the filamentary character of a DBD is accounted for in the 0D model by simulating a large number of microdischarge pulses as a function of time. Details about this approach can be found in our earlier papers.\cite{42,59,80} To illustrate the effect of these successive microdischarge pulses (or filaments) on the chemistry of CO\textsubscript{2} splitting, we plot in Figure 1 the densities of the most important neutral species originating from CO\textsubscript{2}, for one pulse and its afterglow (a), as well as for five consecutive pulses of 30 ns, with an interpulse period of 1 \textmu s (b). The power deposited in the pulses is defined such that it yields typical values for electron density and temperature characteristic for microdischarge filaments (see text). Reproduced with permission,\cite{42} 2012, American Chemical Society

1.65 \times 10^{15} \text{ cm}^{-3} and 2.6 eV, respectively, which are typical values reported in literature for microdischarge filaments.\cite{38} It is clear that the densities of all the products increase during the pulses, and they stay more or less constant in the interpulse period, leading to accumulation of these species (see Figure 1(b)), or they drop if the interpulse period is very long (Figure 1(a)).

The treatment of individual pulses and afterglows also allows us to investigate in detail the underlying chemistry of CO\textsubscript{2} splitting during and in between the microdischarge filaments. Our model reveals that most of the CO\textsubscript{2} splitting occurs during the pulses, in spite of their short duration, and the most important processes at these conditions are electron impact dissociation (with relative contribution of \textasciitilde 52%),
ionization (~29%), dissociative ionization (16%), and dissociative attachment (~23%). Note that the sum of these is larger than 100%. The reason is that the contributions by (dissociative) ionization are partially compensated by the “negative” contribution of ion reactions. Indeed, the ions formed indirectly from CO₂, that is, by electron impact (dissociative) ionization of CO₂, followed by subsequent (charge transfer) reactions, such as C₂O₄⁺, C₂O₃⁺, and CO₃⁻, will mostly recombine again into CO₂, as illustrated in detail in.[42] Hence, the net contribution to the CO₂ splitting of both ionization processes together is around 23%. Furthermore, our calculations predict that for typical DBD conditions, ∼94% of the CO₂ splitting is achieved from the ground state, while ∼6% occurs from the vibrationally excited levels (at least for the inter-pulse period investigated). The reason for this is that the electron temperature in the DBD is too high for efficient vibrational excitation of CO₂.[38,81] More details about these results can be found in.[42]

This 0D model is also extended to simulate the CO₂ conversion during a large number of microdischarge filaments, that is, long time-scale simulations matching the real residence time of the gas in the plasma reactor. The CO₂ conversion and energy efficiency calculated in this way were in very good agreement with the measured data within the SEI range of most practical interest.[12] Therefore, we can use the model to elucidate the most important chemical reactions for CO₂ splitting. The results obtained are the same as for the short time-scale simulations (i.e., one microdischarge filament and its afterglow; see above). Indeed, the most important reactions are electron impact dissociation into CO and O, electron impact ionization into CO₂⁺, which recombines with electrons or O₂⁻ ions into CO and O and/or O₂, and electron dissociative attachment into CO and O⁻. These reactions are indicated with thick black arrow lines in the reaction scheme of Figure 2. Although the created CO molecules are relatively stable, at long enough residence time, they can recombine with O⁻ ions or O atoms, to form again CO₂ (see thin black arrow lines in Figure 2). This is one of the reasons why the CO₂ conversion typically tends to saturate at long enough residence times (corresponding to low gas flow rates).

However, at short residence times, the O atoms will almost immediately recombine into O₂ or O₃. Moreover, several other reactions can occur between O, O₂ and O₃, possibly also involving the O⁻ and O₂⁻ ions, as indicated by the red arrow lines in Figure 2. These reactions will affect the balance between the formation of O₂ and O₃ as stable products, as explained in detail in.[12] Indeed, the selectivity of CO₂ splitting towards CO is almost always close to 50%, as predicted by our model, but the selectivity towards O₂ formation varies between 45 and 50%, depending on the O₃ production.

### 4.1.2 MW plasma and comparison with DBD

Besides calculations for the DBD plasma, we also developed a model for a MW plasma, with special focus on the CO₂ vibrational levels, as explained above. Indeed, the CO₂ vibrational levels are stated to play a very important role for energy efficient CO₂ splitting in a MW plasma.[38] This is indeed also observed in our model results.

In Figure 3, the calculated CO₂ conversion and energy efficiency as a function of SEI are compared for a MW plasma and a DBD reactor, as predicted by our model taking into account the CO₂ vibrational levels. The conversion is calculated by comparing the CO₂ density at the start and the end of the calculations, which correspond in practice to the inlet and the outlet of the reactor. The energy efficiency is obtained here by:

\[
\eta(\%) = \frac{\Delta H_R \left( \frac{\text{kJ}}{\text{mol}} \right) \times X_{\text{CO}}(\%) \times SEI}{SEI \times 22.4 \left( \frac{\text{g}}{\text{mol}} \right)} = \frac{\Delta H_R \left( \frac{eV}{\text{molec}} \right) \times X_{\text{CO}}(\%) \times SEI \left( \frac{eV}{\text{molec}} \right)}{SEI \left( \frac{eV}{\text{molec}} \right)}
\]

where \( \Delta H_R \) is the reaction enthalpy of the reaction under study (i.e., 280 kJ/mol or 2.9 eV/molec for CO₂ splitting), \( X_{\text{CO}} \) is the CO₂ conversion, and SEI is the specific energy input. The latter can be expressed in kJ/l, like in the left formula, but is also often expressed in J/cm³ (1 kJ/l = 1 J/cm³), or in eV/molec, like in the right formula and in Figure 3. The following conversion between both units holds (at atmospheric pressure and room temperature):

\[
SEI \left( \frac{\text{eV}}{\text{molec}} \right) = \frac{SEI \left( \frac{\text{J}}{\text{cm}^3} \right)}{2.446 \times 10^{19} \left( \frac{\text{molecule}}{\text{cm}^3} \right) \cdot 1.602 \times 10^{-19} \left( \frac{\text{eV}}{\text{J}} \right)} = SEI \left( \frac{\text{J}}{\text{cm}^3} \right) \times 0.255.
\]
The CO₂ conversion and energy efficiency for the MW plasma, illustrated in Figure 3, are obtained for a self-consistently calculated gas temperature as a function of time, reaching values up to 1000 K, as well as for a fixed gas temperature of 300 K, to allow a more direct comparison with the DBD results, which are also obtained at 300 K. Indeed, the rate coefficients of most chemical reactions are a function of gas temperature, so by comparing at the same temperature, the same reaction rate coefficients are used. Moreover, the gas pressure in the MW plasma was assumed to be 2660 Pa (or 20 Torr), as used in the experiments of,\(^{17}\) while the DBD results are for atmospheric pressure.

Both the CO₂ conversion and energy efficiency are obviously much higher in the MW plasma than in the DBD, as is clear from Figure 3. Indeed, the maximum conversion in the DBD is only about 5%, at an SEI of 3.5 eV/molec, while the MW plasma with calculated gas temperature up to 1000 K yields a CO₂ conversion of 12% at an SEI of 2 eV/molec, and the conversion at fixed gas temperature of 300 K is even 25%. The higher CO₂ conversion at lower temperature in the MW plasma is attributed to the lower importance of vibrational-translational (VT) relaxation collisions of the CO₂ vibrational levels at lower temperature, which is the most important loss process for the vibrational levels\(^{43,44}\).

Also the energy efficiency is much higher in the MW plasma, with values around 35% (when assuming a constant gas temperature of 300 K) and around 25% (for the self-consistently calculated gas temperature), while in the DBD only values around 5% are obtained (more or less independent from the SEI, as the conversion rises proportionally with SEI). In the MW plasma with self-consistently calculated gas temperature, the energy efficiency reaches its maximum at an SEI around 0.6 eV/molec. This is in good agreement with the theoretical and experimental results presented in,\(^{38}\) although much higher energy efficiencies, up to 80–90%, were reported in.\(^{38}\) The major effects that limit the maximum energy efficiency in our case, as elucidated by our model, will be discussed below.

The reason for the higher CO₂ conversion and energy efficiency in the MW plasma than in the DBD is the higher population of the CO₂ vibrational levels, as illustrated in Figure 4 for the CO₂ asymmetric mode levels (i.e., the mode which is most important for CO₂ splitting\(^{38,43,44}\)). In the MW plasma the vibrational population drops gradually upon the higher vibrational levels, yielding a vibrational temperature of 4115 K, while in the DBD, the vibrational population drops over several orders of magnitude compared to the ground state density, even for the lowest levels, and the vibrational temperature is calculated to be only 961 K. Thus, in the DBD the CO₂ splitting is mainly attributed to electron impact excitation-dissociation from the CO₂ ground state (see also previous section), while in the MW plasma, the CO₂ splitting is induced by electron impact vibrational excitation of the lowest vibrational levels, followed by vibrational-vibrational (VV) collisions, gradually populating the higher vibrational levels.

\[
\text{SEI}\left(\frac{kJ}{T}\right) = \frac{\text{Plasma power (kW)}}{\text{Flow rate (l/min)}} \times 60\left(\frac{s}{\text{min}}\right)\tag{4}
\]
vibrational levels, leading to dissociation of CO$_2$. This stepwise vibrational excitation, or so-called “ladder-climbing” process, explains the higher CO$_2$ conversion and energy efficiency in the MW plasma. Indeed, this process only requires 5.5 eV for dissociation, while electron impact excitation-dissociation requires 7–10 eV, as it proceeds through a dissociative electronically excited level of CO$_2$. This “waste of energy” explains the lower energy efficiency in a DBD plasma.

The best energy efficiency predicted by our model for a MW plasma, for the conditions under study, was around 32%. In literature, much higher values were reported, that is, back in 1983, values up to 80% were obtained by Fridman and colleagues for subsonic flow, and up to 90% for supersonic flow conditions. More recently, researchers from DIFFER obtained values up to 55% and 45% at reduced pressure, and up to 50% for reverse vortex flow and atmospheric pressure. As these values are clearly higher than the best values obtained by our model, we have analyzed how the vibrational energy of CO$_2$ is consumed by individual reactions, to better understand the limitations in the energy efficiency. Our calculations reveal that maximum 60% of the energy available in the CO$_2$ vibrational levels can be used for CO$_2$ dissociation, while the rest is mainly lost by VT relaxation, giving rise to gas heating. Because a higher gas temperature gives rise to higher VT relaxation rates, we should keep the gas temperature as low as possible, to minimize VT relaxation losses in the vibrational population. This was also obvious from Figure 3 above. For the same reason, the energy efficiency typically drops upon increasing gas pressure, because of the increasing V-T relaxation processes. By using a fast gas flow or pulsed power operation, we expect that these losses can be reduced, thereby possibly further increasing the energy efficiency.

In principle, one could argue that a higher gas temperature might yield a higher equilibrium vibrational population, based on statistical thermodynamics grounds, and moreover, the rate coefficients of the CO$_2$ dissociation reactions increase with gas temperature. Thus, one might expect that a higher gas temperature could result in a better energy efficiency. If this would be true, it would be beneficial to heat the CO$_2$ gas before entering the plasma reactor, to make use of the vibrational population in a plasma. Therefore, we have performed calculations to investigate the effect of the initial CO$_2$ gas temperature on the CO$_2$ conversion and energy efficiency in a MW plasma, in a wide range from room temperature to 2000 K; see Figure 5(a). The initial CO$_2$ vibrational population was set according to a Boltzmann distribution at the given temperature. The calculations were performed for a fixed SEI (in the plasma) of 1 eV/molec, but the energy needed to preheat the gas was added to this SEI, and the sum of both was used to evaluate the energy efficiency (see the formula above).

When starting with room temperature CO$_2$, the conversion and energy efficiency are calculated to be 7% and 20%, respectively, as was also observed in Figure 3 above. However, when rising the initial CO$_2$ temperature to 900 K, the conversion and energy efficiency virtually drop to zero. Thus, the effect of the higher equilibrium vibrational population due to a higher initial gas temperature is clearly compensated by the increased VT relaxation rates in this temperature range. This stresses again the importance of keeping the gas temperature as low as possible for energy efficient CO$_2$ conversion. For temperatures above 1000 K, the conversion and energy efficiency again start to increase with temperature, because the equilibrium vibrational population gradually becomes more and more important. However, only at an initial gas temperature of 2000 K, the obtained CO$_2$ conversion and energy efficiency become comparable to the values reached at an initial gas temperature of 300 K.
The maximum gas temperature in the plasma, as calculated for the various cases of initial gas temperature, is also depicted in Figure 5(a). Moreover, in Figure 5(b), the time-evolution of the vibrational temperature and gas temperature in the plasma is plotted, for each initial gas temperature. It is clear that during the active plasma phase, that is, when the microwave power is applied, the vibrational temperature is much higher than the gas temperature, indicating that the vibrational distribution function (VDF) is far from thermal equilibrium. When the microwave power is switched off, that is, in the so-called afterglow, indicated in Figure 5(b) by the small dashed vertical lines for each initial gas temperature, the vibrational temperature drops and becomes equal to the gas temperature. The characteristic relaxation time due to VT relaxation, which is the most important for thermalization of the VDF, can be estimated from the inverse of the product of the CO2 gas density with the relaxation rate constant for VT relaxation from the first vibrational level, as in.\textsuperscript{[43]} This yields a value in the order of 10\textsuperscript{−5} s at an initial gas temperature of 300 K, but this value clearly drops with increasing initial gas temperature (because the latter determines the gas density), reaching about 10\textsuperscript{−7} s at 700 K, 10\textsuperscript{−6} s at 1200 K, and 10\textsuperscript{−7} s at 2000 K. This explains why in Figure 5(b) the peak in the vibrational temperature is reached earlier in time at higher initial gas temperature. Of course, in the model, thermalization of the VDF does not only occur by VT relaxation from the first vibrational level, and the higher vibrational levels also contribute to the relaxation, so the situation in Figure 5(b) is more complicated, but at least the above values give an indication on the relaxation times.

Note that only at the highest initial gas temperature of 2000 K, the vibrational and gas temperature in the active plasma phase are more or less comparable. Indeed, the calculated maximum gas temperature now reaches 3400 K, while the maximum vibrational temperature is 3500 K. Hence, at this stage, the VDF, and the plasma in general, almost reach thermal equilibrium. The higher CO\textsubscript{2} conversion and energy efficiency observed in Figure 5(a) is now due to the higher dissociation rates at higher temperature, but it is important to realize that the advantage of a non-equilibrium plasma for selective electron impact excitation to the CO\textsubscript{2} vibrational levels is lost. Note that the CO\textsubscript{2} conversion and energy efficiency obtained in this case are lower than the theoretical thermodynamic equilibrium limits, which are about 60% conversion and 55% energy efficiency at a temperature of 3400 K. The reason is that in our case, the value of 3400 K is only the peak value (see Figure 5(b)), and at lower temperatures, the backward reaction of CO into CO\textsubscript{2} due to recombination becomes important, thus limiting the net conversion and energy efficiency.

Finally, we have looked at the underlying plasma chemistry of CO\textsubscript{2} splitting in a MW plasma, to elucidate how the CO\textsubscript{2} conversion and energy efficiency could be further enhanced. Our model predicts that the energy efficiency is strongly affected by the reaction chemistry of the O atoms formed by CO\textsubscript{2} splitting. Ideally, these O atoms should be entirely used for further dissociation of CO\textsubscript{2} (i.e., CO\textsubscript{2} + O → CO + O\textsubscript{2}) instead of recombining with other O atoms into O\textsubscript{2}, in order to obtain the highest energy efficiency. The above dissociation reaction indeed seems to limit the attainable energy efficiency, as its rate constant is characterized by a rather high activation energy (1.43 eV). Note that this activation energy applies to the reaction for ground state CO\textsubscript{2} molecules. In our model, the same reaction is also included for CO\textsubscript{2} molecules in vibrational levels, and in that case, the rate constant for this reaction, as well as for all other reactions in our model by CO\textsubscript{2} vibrational levels, is characterized by a somewhat lower activation energy. Indeed, the activation energy for reactions with CO\textsubscript{2} vibrational levels is reduced to account for the energy of the vibrational levels, by means of the so-called Fridman-Macheret α model,\textsuperscript{[38]} as described in detail in.\textsuperscript{[43]} For the above reaction, a correction factor α = 0.5 is used. This indeed yields lower activation energies in the order of 1.29, 1.14, 1.00, 0.86, and 0.72 eV, for the first five vibrational levels with energies of 0.29, 0.58, 0.86, 1.14, and 1.43 eV, respectively.

When artificially lowering the activation energy for this reaction from 1.43 eV (for the CO\textsubscript{2} ground state) to the theoretical minimum of 0.35 eV (dictated by the reaction enthalpy), the rate of this reaction increases by six orders of magnitude, and the highest energy efficiency of CO\textsubscript{2} splitting, as predicted by the model, rises from 30 to 52%, which is close to the highest values reported by researchers from DIFFER\textsuperscript{[18–20]} (cf. above). Hence, this indeed points out that the further dissociation reaction upon collision with O atoms might be the limiting factor in determining the overall energy efficiency, and we should look for conditions that can enhance this reaction, at the expense of the recombination of two O atoms into O\textsubscript{2}.

### 4.1.3 | Product separation

The previous example illustrates how modeling can give insight in the underlying chemical reactions, which can be used to look for possible solutions to improve the performance. A similar example will be given here, for the product separation of CO\textsubscript{2} splitting into CO and O\textsubscript{2}. Indeed, this separation might not be straightforward, especially for separating O\textsubscript{2} from CO and unreacted CO\textsubscript{2}, as the common separation techniques, such as centrifugation, distillation and absorption, are difficult and energy-intensive, due to the small difference in molar mass between CO and O\textsubscript{2}. Furthermore, electrolytic membranes, with a conductivity towards O\textsubscript{2}, might be the limiting factor in determining the overall energy efficiency, and we should look for conditions that can enhance this reaction, at the expense of the recombination of two O atoms into O\textsubscript{2}.

We have computationally investigated that adding a H-containing gas, such as H\textsubscript{2} or CH\textsubscript{4}, to the CO\textsubscript{2} plasma might provide a solution for separating the reaction products.\textsuperscript{[83]} Indeed, in this way the O atoms, produced
from CO₂ splitting, can be chemically trapped, because they recombine faster with H atoms into OH radicals, which subsequently react further into H₂O than that they would recombine with another O atom into O₂. This chemical way of trapping the O₂ could be a simpler and more energy efficient way of separating the reaction products, because H₂O can be easily removed from the gas mixture, and the CO/CO₂ mixture can be separated with existing membrane technology.[84]

As illustrated in Figure 6, adding a small amount of H-containing gas, more specifically 3% of H₂ or 2% of CH₄, is sufficient to completely trap the oxygen into the formation of H₂O, although it needs to be mentioned that this was only investigated for a limited CO₂ conversion of only a few%. However, these simulations show the potential of this idea. Moreover, our model predictions were also experimentally validated for CH₄ addition (see more details in[83]).

A critical note to these observations is that adding H₂ or CH₄ to the plasma sacrifices the overall energy efficiency of the CO₂ conversion, because not all the energy put into the plasma can be used for CO₂ splitting and some energy is now also consumed by the H₂ or CH₄ gas. In ref.[83] we have calculated the energy cost of pure CO₂ splitting, and we have compared it to the corresponding values when 3% H₂ or 2% CH₄ was added. It was shown that the addition of a trapping gas (CH₄ or H₂) leads to a small reduction of the CO₂ conversion, as indeed some fraction of the plasma power is consumed by the trapping gas, and this results in a slightly higher energy cost (i.e., about 10–20%) for CO production. However, we need to compare this slightly higher energy cost for CO production within the plasma with the energy requirements for the gas separation of the exit gas stream. The latter was also estimated in ref.[83] based on available data in literature, and it was concluded that this energy cost for gas separation is clearly higher than the energy cost for CO production in the plasma, even when adding a trapping gas.[83] Moreover, the membrane technology for separating the CO/CO₂/O₂ mixture is still under development. Therefore, we believe, based on these estimates and considerations, that this chemical trapping method might be a promising, energy efficient alternative to gas separation methods."

Finally, this idea also has some potential for enhancing the CO₂ conversion according to Le Chatelier's law, by removing the O₂ from the plasma, which has already been demonstrated in literature for a hybrid DBD reactor with a solid oxide electrolyser cell.[85]

### 4.2 CH₄ reforming

The process of CH₄ reforming in a DBD reactor was studied with a 1D fluid model.[49] Figure 7 shows the calculated densities of CH₄ and of the various molecules formed out of the CH₄ conversion, as a function of residence time, for a DBD reactor operating at 6 kV and 10 kHz. The residence time of 20 s corresponds to a gas flow rate of 50 mL/min for the setup under consideration.[49] It is clear that CH₄ is gradually converted into other molecules, such as H₂, C₂H₆, C₂H₄, C₂H₂, C₃H₈, and C₃H₆. The conversion is most
pronounced in the first 1–2 s. From these densities, the CH₄ conversion and the yields of the various products can be calculated. The model predicts that 40% of CH₄ is converted after 20 s, and the H₂ and C₂H₂ molecules are formed with the highest yields, being about 20% after 20 s. The yield of the C₃H₂ hydrocarbons is about 5% after 20 s. Comparison with experimental data for the same conditions, performed by Verheyde and Paulussen, showed reasonable agreement, as illustrated in detail in ref.[49]

This good correlation with experimental data indicates that the model captures the right chemical processes, and can thus be used to obtain more insight in the dominant reaction pathways for the conversion of CH₄ into higher hydrocarbons and H₂, as is illustrated in Figure 8. The model reveals that the conversion is initiated by electron impact dissociation of CH₄ into CH₃ radicals, which will recombine into higher hydrocarbons, such as C₂H₆ and C₃H₈. These hydrocarbons, as well as CH₄ itself, will also dissociate into H₂ formation. Moreover, various dissociation and recombination reactions lead to the other, unsaturated hydrocarbons. The H atoms are not included in this figure, because they react with most hydrocarbon molecules and radicals, and including them would make the figure too messy, with too many arrows pointing between the various species. The most important reactions for the H atoms are three-body recombination reactions with C₂H₄ and C₂H₂ molecules (rate $\sim 10^{18}$ cm$^{-3}$ s$^{-1}$), and to a lower extent also with C₂H₅ and C₂H₃ radicals (rate $\sim 10^{16}$ cm$^{-3}$ s$^{-1}$), towards CₓHₓ₊₁ species. Recombination of two H atoms into H₂ by a three-body reaction is not important (rate $\sim 10^{12}$ cm$^{-3}$ s$^{-1}$). Details about the exact reaction mechanisms can be found in ref.[49]

4.3 | CO₂/CH₄ mixture

We also applied the same 1D fluid model to a DBD reactor in a CO₂/CH₄ mixture. Indeed, besides pure CO₂ splitting and CH₄ reforming, the simultaneous conversion of CO₂ and CH₄, that is, so-called dry reforming of methane (DRM), is also of great interest, because it allows to convert two greenhouse gases at the same time, and more importantly, it might allow to produce some value-added chemicals, like syngas (CO/H₂), methanol, formaldehyde, formic acid, etc. The densities of CO₂, CH₄ and the various molecules formed out of this mixture are plotted in Figure 9, as a function of the initial CO₂ fraction in the mixture, for a gas residence time of 5 s (which corresponds to a gas flow rate of 200 mL/min for the reactor setup under study; see details in[49,62]). The top panel of Figure 9 illustrates again that several higher hydrocarbons are formed out of CH₄ with rather high densities. Nevertheless, the major products of the CH₄/CO₂ conversion are CO and H₂, or syngas, as shown in the middle panel. The H₂/CO ratio is found to be higher than one in the entire CO₂/CH₄ mixing ratio. Besides, also H₂O is formed in non-negligible amounts, as well as some oxygenates, such as

**FIGURE 8** Schematic overview of the dominant reaction pathways for the conversion of CH₄ into higher hydrocarbons and H₂. The most important reactions are indicated with a solid line, while the dashed lines represent the less important reactions

**FIGURE 9** Calculated densities of CH₄ and CO₂, as well as the various molecules formed out of the CH₄ and CO₂ conversion, after a residence time of 5 s, as a function of initial CO₂ fraction in the CO₂/CH₄ mixture, for a DBD reactor operating at 5 kV and 10 kHz
methanol (\(\text{CH}_3\text{OH}\)), formaldehyde (\(\text{CH}_2\text{O}\)), acetaldehyde (\(\text{CH}_3\text{CHO}\)), and ketene (\(\text{CH}_2\text{CO}\)) (see bottom panel).

These results could not directly be compared with experimental data at the same conditions, but they are in reasonable agreement with results from literature, for quite similar conditions, as presented in detail in ref.\(^{[62]}\)

The conversion of \(\text{CH}_4\), after this residence time of 5 s, is calculated to be about 10% for a \(\text{CO}_2\) fraction up to 30–40%, but it increases to about 35% for a \(\text{CO}_2\) fraction of 80%. This is attributed to the increasing importance of the loss reaction of \(\text{CH}_4\) with \(\text{CO}_2^+\) ions, as explained in detail in.\(^{[62]}\) The \(\text{CO}_2\) conversion is calculated to be much lower than the \(\text{CH}_4\) conversion, that is, only a few%. This is because the above reaction between \(\text{CH}_4\) and \(\text{CO}_2^+\) ions results in \(\text{CO}_2\) formation, explaining the low net conversion. However, the \(\text{CO}_2\) conversion increases to about 20% at a \(\text{CH}_4\) fraction of 95%, because of the additional loss processes of \(\text{CO}_2\) upon collision with (mainly) \(\text{CH}_2\) radicals.

From the calculated densities of the various molecules (as plotted in Figure 9), their yields can also be deduced. The maximum yields of \(\text{H}_2\), \(\text{CO}\), formaldehyde, and methanol are found to be 34, 10, 0.9, and 0.4%, respectively. These maximum values are, however, not reached at the same gas mixing ratios. Indeed, the maximum yields of \(\text{H}_2\) and \(\text{CO}\) are reached at a 20/80 \(\text{CH}_4/\text{CO}_2\) mixture, while the optimum \(\text{CH}_4/\text{CO}_2\) gas mixing ratios for formaldehyde and methanol formation are found to be 90/10 and 25/75, respectively. Also the residence time at which these maximum yields are reached, are not always the same. The maximum yield of formaldehyde is typically reached at lower residence times (order of 10 s), indicating that it easily reacts further or is decomposed into \(\text{CO}\), \(\text{CO}_2\), and \(\text{H}_2\text{O}\).\(^{[62]}\) The above mentioned yields of formaldehyde and methanol correspond to selectivities of only a few%. Thus it is clear that when the selective production of these oxygenates is targeted, the plasma will have to be combined with a specific catalyst.

The dominant reaction pathways for the conversion of \(\text{CO}_2\) and \(\text{CH}_4\) into \(\text{H}_2\), \(\text{CO}\), higher hydrocarbons and oxygenates are illustrated in Figure 10. The thickness of the lines corresponds to the “importance” of the reaction. The dissociation of \(\text{CH}_4\) is initiated by electron impact, forming \(\text{CH}_3\) radicals, which recombine into higher hydrocarbons, in the same way as explained in previous section for the pure \(\text{CH}_4\) plasma. Note the thick arrow line from \(\text{C}_2\text{H}_4\) to \(\text{C}_2\text{H}_5\), indicating the high formation rate of this radical. This is partially reflected in its rather high density compared to other radicals (see\(^{[62]}\)), but on the other hand, this is virtually the only production mechanism for this radical, while it easily reacts further into \(\text{C}_2\text{H}_6\) and \(\text{C}_3\text{H}_8\), as is clear from Figure 10. Thus, it mainly serves as intermediate for the back reaction from \(\text{C}_2\text{H}_4\) into \(\text{C}_2\text{H}_6\), after \(\text{C}_2\text{H}_6\) was first converted into \(\text{C}_3\text{H}_4\) (see Figure 10).

It is also clear from Figure 10 that electron impact dissociation of \(\text{CH}_4\) and of the higher hydrocarbons also yields the formation of \(\text{H}_2\), like in the case of the pure \(\text{CH}_4\) plasma (see above). However, in the \(\text{CO}_2/\text{CH}_4\) plasma, the \(\text{CH}_3\) radicals do not only create higher hydrocarbons, but they also form methanol (\(\text{CH}_3\text{OH}\)) and \(\text{CH}_3\text{O}_2\) radicals, albeit to a lower extent. Moreover, the \(\text{CH}_2\) radicals, also created from electron impact dissociation of \(\text{CH}_4\), react with \(\text{CO}_2\) to form formaldehyde (\(\text{CH}_2\text{O}\)) and \(\text{CO}\). Finally, the \(\text{O}\) atoms, created from electron impact dissociation of \(\text{CO}_2\) (see Figure 2 above), also initiate the formation of higher oxygenates, like acetaldehyde (\(\text{CH}_3\text{CHO}\)), which reacts further into \(\text{CH}_3\text{CO}\) radicals, and the latter can be further converted into ketene (\(\text{CH}_2\text{CO}\)). However, these pathways are not so important in absolute terms, as indicated by the thin dashed lines in Figure 10.

Besides the 1D fluid model, we also developed a 0D chemical kinetics model for a \(\text{CO}_2/\text{CH}_4\) mixture, focusing on the detailed plasma chemistry of one microdischarge pulse and its afterglow, as well as five consecutive microdischarge pulses, to study the detailed plasma chemistry during and in between the filaments. Like explained in the section on pure \(\text{CO}_2\) splitting, the power deposition in the pulses is again defined in such a way that it yields typical electron density and temperature values for microdischarge filaments.\(^{[38]}\)

A reaction path analysis reveals that electron impact reactions are again dominant during the microdischarge pulses, but chemical reactions with radicals are of primary importance in between the pulses (i.e., the so-called afterglows). During the pulses, the \(\text{CH}_4\) dissociation is much more pronounced than the \(\text{CO}_2\) dissociation, but in the afterglows, nearly 74% of the dissociated \(\text{CH}_4\) is formed again, by recombination of \(\text{CH}_4\) radicals with \(\text{H}\) atoms. The \(\text{CO}_2\) dissociation, on the other hand, proceeds further in the afterglows: about 22% of the overall \(\text{CO}_2\) dissociation occurs during the pulses, while 78% takes place in the afterglows, due to reactions between \(\text{CO}_2\) and \(\text{CH}_2\) radicals, as also

---

**FIGURE 10** Schematic overview of the dominant reaction pathways for the conversion of \(\text{CH}_4\) and \(\text{CO}_2\) into higher hydrocarbons, \(\text{H}_2\), \(\text{CO}\), and higher oxygenates, in a 70/30 \(\text{CH}_4/\text{CO}_2\) DBD plasma, operating at 5 kV and 10 kHz. The thickness of the arrow lines is correlated to the importance of the reaction path.
mentioned above. More details about these reaction processes can be found in ref. [59].

Furthermore, the model was also applied to perform long-time-scale simulations, corresponding to real residence times, to predict the CO₂ and CH₄ conversion and the energy efficiency. These results are plotted as a function of SEI in Figure 11, along with experimental data, obtained from Tu and coworkers (University of Liverpool). A good agreement is reached between calculation results and experiments, indicating that the model captures the most important plasma chemistry.

At a CO₂/CH₄ mixing ratio of 50/50, the CO₂ conversion is at maximum 30% in the SEI range under study, while the CH₄ conversion reaches values up to 50%, at the maximum SEI investigated. The reason for the higher CH₄ than CO₂ conversion is again the charge transfer reaction between CO₂⁺ ions and CH₄ mentioned above, yielding CH₄⁺ ions and CO₂. Hence, this reaction promotes the CH₄ conversion, and it reduces the effective net CO₂ conversion, because otherwise the CO₂⁺ ions might dissociatively recombine with electrons or O₂⁻ ions into CO and O and/or O₂, thus contributing to the CO₂ conversion, as explained in the section on pure CO₂ splitting above.

This example illustrates that computer modeling can be very useful for obtaining a more detailed understanding of the underlying chemical processes, and that it might also be used for optimizing the experiments, e.g., by selecting plasma conditions which suppress the above reaction, when aiming to promote the CO₂ conversion more than the CH₄ conversion.

Next to the CO₂ and CH₄ conversion, also the selectivities of the reaction products can be calculated. Again, syngas is the major reaction product, as well as (to a lower extent) formaldehyde, methanol, C₂ and C₃ hydrocarbons. In the case of a 50/50 CO₂/CH₄ mixture, the selectivities towards H₂ and CO formation are calculated to be 55 and 48%, the C₂ and C₃ hydrocarbons are formed at a selectivity of 6 and 30%, and the selectivities for the formation of formaldehyde and methanol amount to 13 and 3%, respectively. Note that the sum of the selectivities is above 100%, which is due to the definitions used (see details in ref. [59]). In this 50/50 CO₂/CH₄ mixture, the syngas is formed in a H₂/CO ratio of ~1.5, which is of considerable interest for the chemical industry. Also the direct formation of methanol and formaldehyde, without the need of an intermediate (syngas) step, is interesting, although the selectivities towards these products are too low to be of practical interest. For this purpose, the combination with a catalyst will be necessary, as already mentioned above.

The energy efficiency obtained in this case is around 6.6% at a low SEI of 4.6 eV/molec, as appears from Figure 11(c), and drops to 3.1% at the highest SEI investigated (36.7 eV/molec). This illustrates the trade-off between conversion and energy, as the conversion reaches its maximum at high SEI, while the opposite behavior is observed for the energy efficiency. The reason for this trade-off can be easily understood from Eq. (2) above, which indicates that the energy efficiency is proportional to the conversion, but inversely proportional to the SEI. The conversion typically rises with the SEI, because there is more energy available for dissociation, but if the conversion rises less rapidly than the values of the SEI, the energy efficiency will drop upon rising SEI, following Eq. (2). This is exactly the case for the data of Figure 11.

When we compare the obtained energy efficiencies with values estimated for the classical DRM process (i.e., based on a thermodynamic calculation for heating the gas and for reaching a conversion of 72% (CH₄) and 82% (CO₂), which gives a theoretical maximum achievable energy efficiency of 58%; see details in ref. [59]), it is clear that the energy efficiency presented in Figure 11(c) is not yet competitive with the classical DRM process. However, it needs to be mentioned that the results presented in Figure 11 served mainly to validate the model, which was developed to better understand the underlying chemistry, but the conditions under study were not yet optimized in terms of highest conversion and energy efficiency.

Thus, in order to find out whether a DBD plasma might eventually be competitive with the classical DRM process, we performed an extensive computational optimization study, to identify the effect of various operating parameters, like the CO₂/CH₄ gas mixing ratio, the power, the residence

**FIGURE 11** Measured (solid, black lines) and calculated (dashed, red lines) CO₂ conversion (a), CH₄ conversion (b) and overall energy efficiency (c) in a DBD plasma used for DRM, as a function of the SEI, at a 50/50 CO₂/CH₄ mixture.
time and the frequency (defining the number of micro-discharge filaments in the reactor for a given gas residence time). The aim was to investigate which of these parameters yields the most promising results and whether these results would be good enough for industrial exploitation. The computations were again validated by experiments, although this was only possible in a somewhat limited parameter range. From the good agreement reached between the calculations and experiments, we can be confident about the predictive nature of our model, and thus we can use it in a wider parameter range, beyond what is typically accessible for the most common experiments. This allows us to find out whether such operating conditions can give better results than the current state-of-the-art. The result of this comprehensive study, which was based on a total of 750 simulations, is summarized in Figure 12. This figure shows the maximum and minimum obtained values of total conversion versus energy efficiency, for all conditions investigated.

Our calculations predict that an SEI of 100 J/cm³, a CO₂/CH₄ ratio of 90/10, a frequency of 10 Hz and a residence time of 1 ms yield the best results in terms of both conversion and energy efficiency. The total conversion (i.e., average value of the CO₂ and CH₄ conversion) is 84% in this case, and it corresponds to an energy efficiency of 8.5%. In general, a higher CO₂ content in the gas mixture yields a higher total conversion and energy efficiency. Furthermore, as illustrated also above, a higher SEI leads to a higher conversion, but at the expense of the energy efficiency. Nevertheless, the drop in energy efficiency is not as dramatic as the rise in conversion, and therefore, higher SEI values give rise to the best overall results.

The maximum energy efficiency predicted by these simulations is between 11.4 and 15.1%, depending on the gas mixing ratio, and is obtained at the lowest SEI values investigated, thus corresponding to a low conversion (see Figure 12). Although these energy efficiencies are better than the values reported up to now for DRM in a DBD plasma (see detailed comparison in ref. [60]), it is still significantly lower than the theoretical maximum achievable energy efficiency of classical DRM (58%; see above), suggesting that a DBD plasma is not yet competitive for industrial implementation. The main reason for this, as mentioned in the section on pure CO₂ splitting above, is that electron impact excitation-dissociation, which is the dominant dissociation process in a DBD, is limiting the energy efficiency. Indeed, it requires an electron energy of about 7–10 eV, while in principle only 5.5 eV is needed for CO₂ dissociation. Thus, there is “waste of energy” when going through the excitation-dissociation channel, and this explains the limited energy efficiency of a DBD plasma, in contrast to a MW plasma, where vibrational excitation, followed by VV collisions, gradually populating the higher vibrational levels (i.e., so-called ladder-climbing), finally leading to dissociation, is the main dissociation channel, and exactly needs only this 5.5 eV.

However, the classical DRM process will probably also not reach this theoretical maximum of 58% in practice, because this value for instance does not yet account for the thermal efficiency of the heaters. Furthermore, a DBD has other advantages, such as its flexibility (e.g., when combined with peak currents from renewable energy sources), its ease of use and possibilities for upscaling, as well as for the combination with catalysis, opening perspectives for the selective production of value-added chemicals. Moreover, when a catalyst is inserted as a packing in the DBD reactor, the conversion and energy efficiency rise significantly, so that this process hopefully still becomes competitive in the future, although much more research will be needed for this purpose.

4.4 CH₄/O₂ mixture

To compare the production of value-added chemicals in a CO₂/CH₄ mixture and a CH₄/O₂ mixture, we also applied our 1D fluid model to a DBD reactor in a CH₄/O₂ mixture for the same conditions as mentioned in previous section (i.e., applied voltage of 5 kV at a frequency of 10 kHz). Figure 13 illustrates the densities of the various molecules, plotted as a function of the initial O₂ fraction in the mixture, after a residence time of 5 s. This figure should be compared with Figure 9 above. Note, however, that the O₂ fraction is limited to 10–30%, to avoid the explosion regime, which occurs when the CH₄ fraction in pure O₂ reaches 61 mol%. In contrast to the CO₂/CH₄ mixture (Figure 9 above), the higher hydrocarbons are formed in somewhat lower amounts in the CH₄/O₂ mixture (see top panel of Figure 13), and different types of higher oxygenates become important, such as methanol (CH₃OH), methyl hydroperoxide (CH₃OOH), and ethyl hydroperoxide (C₂H₅OOH), while formaldehyde...
(CH₂O) is somewhat less important (see bottom panel of Figure 13). The same colors are used for the same products in Figures 9 and 13, to allow an easy comparison. Furthermore, some other major products are H₂O, CO, H₂, and unwanted CO₂, as well as H₂O₂ (decreasing upon higher O₂ fraction) and O₃ (increasing upon higher O₂ fraction); see middle panel of Figure 13. CO is now formed in larger amounts than H₂, yielding a H₂/CO ratio below 1, while it was above 1 in the CO₂/CH₄ mixture (see above). This illustrates that the H₂/CO ratio in the produced syngas can easily be varied, by altering the gas mixture and gas mixing ratio in a DBD, which might be less straightforward in classical processes, such as DRM (CO₂/CH₄), steam reforming (H₂O/CH₄) and partial oxidation of CH₄ (O₂/CH₄), which typically produce syngas with H₂/CO ratios below 1, above 3, and above 2, respectively.\[87,88\]

It is also clear from Figure 13 that the densities of the major oxygenates decrease over one (or more) order(s) of magnitude when the O₂ fraction in the mixture rises from 10 to 30%, while the densities of CO, CO₂, H₂O, and especially O₃ increase up to one order of magnitude (and more for O₃), pointing towards full oxidation of CH₄. Thus, if the production of specific oxygenates (like methanol) is targeted, our calculations predict that preferably not too high O₂ fractions should be used. This outcome, as well as more in general the calculated product formations illustrated in Figure 13, are in reasonable agreement with literature results, as explained in detail in.\[62\]

The conversion of CH₄, after this residence time of 5 s, is again calculated to be about 10%, like in the CO₂/CH₄ mixture (for the same CO₂ fraction up to 30%; see previous section). The O₂ conversion is calculated to be near 100% for 10% O₂ fraction in the mixture, which is attributed to three-body reactions of O₂ with CH₃ or H radicals. This conversion is much higher than the corresponding CO₂ conversion in the CO₂/CH₄ mixture (see previous section), illustrating the reactivity of O₂ towards the formation of many (partially or fully) oxygenated products. At higher O₂ fractions in the mixture, the O₂ conversion decreases, to about 35% at an O₂ fraction of 30%, because of the lower importance of the above process (see details in ref.[62]).

The calculated densities of the various molecules (plotted in Figure 13) also give information about their yields. The maximum yields of H₂, CO, formaldehyde, and methanol were found to be 9, 10, 0.3, and 4%, respectively. When comparing to the maximum yields for these products in the CO₂/CH₄ mixture (see previous section), it is clear that H₂ is formed in clearly less amounts (as also mentioned above), formaldehyde is also somewhat less important, but the methanol yield is one order of magnitude higher than the maximum yield in the CO₂/CH₄ mixture. The corresponding methanol selectivity was even calculated to be 15% (see[62] for details). This shows that the underlying chemistry in the CO₂/CH₄ and CH₄/O₂ mixtures is clearly different.

The latter is indeed clear from the reaction pathways illustrated in Figure 14, in comparison with Figure 10 above. Note that the thickness of the arrow lines is again correlated to the rate of the net reaction. Electron impact dissociation of CH₄ again leads to CH₃ radicals, which will recombine into methanol or higher hydrocarbons. More important, however, is the recombination into CH₃O₂ radicals, which form either CH₃O radicals or methyl hydroperoxide (CH₃OOH). The CH₃O radicals produce methanol, which appears a more important formation mechanism than the recombination of CH₃ with OH radicals (cf. the arrow line thickness in Figure 14). Methanol can also react further into CH₃OH radicals, which forms formaldehyde, and the latter is also easily converted into CHO radicals, and further into CO (note
the thickness of these arrow lines, indicating the importance of these reactions) and CO$_2$. Furthermore, formaldehyde is also partially converted into H$_2$O.

It should be realized that this pathway is illustrated for the 70/30 CH$_4$/O$_2$ mixture, and it is clear that this mixing ratio leads to nearly full oxidation of CH$_4$, rather than partial oxidation, where the major end products should be the higher oxygenates. In the 90/10 CH$_4$/O$_2$ mixture, the situation is somewhat different, with methanol and methyl hydroperoxide formed in nearly equal amounts as CO and H$_2$O (see Figure 13 above).

As is also apparent from Figure 14, O$_2$ is mainly converted into CO, O atoms, and HO$_2$ radicals. Some O$_3$ is also formed out of O$_2$, but the reverse process, that is, the formation of two O$_2$ molecules out of O$_3$ and O atoms, is more important, explaining why the arrow points from O$_3$ towards O$_2$. The balance between O, O$_2$, and O$_3$ was also clear from Figure 2 above, and is explained in detail in ref.[12] The O atoms are also converted into CH$_3$O and OH radicals, leading further to methanol and water, respectively. Especially the latter reaction (from OH to H$_2$O) appears to be very important, as indicated from the thick arrow line, explaining why significant amounts of H$_2$O are formed, as illustrated in Figure 13 above. When comparing Figure 14 with Figure 10 above, it is clear that the chemical pathways in a CH$_4$/O$_2$ and CO$_2$/CH$_4$ plasma are quite different, even at the same mixing ratios, explaining why the product formation is also different.

4.5 | CO$_2$/H$_2$O mixture

The aim of studying the CO$_2$/H$_2$O plasma chemistry is to elucidate whether value-added chemicals, like methanol, can be more easily formed than in a CO$_2$/CH$_4$ mixture. Moreover, H$_2$O is a cheaper H-source, and the combined CO$_2$ and H$_2$O conversion could mimic the natural photosynthesis process.

Figure 15 illustrates the measured and calculated CO$_2$ and H$_2$O conversions, as well as the formed H$_2$/CO ratio, as a function of H$_2$O content in the gas mixture, at a CO$_2$ gas flow rate of 600 mL/min, and three different SEI values, as indicated in the legend. The experiments were carried out by...
Ozkan et al. (Université Libre de Bruxelles). The water vapor was generated in a controlled manner using a steam generator (CEM mixer Bronkhorst). Up to 8% water vapor was added to the CO₂ plasma. Furthermore, the entire system was heated to 50 °C to avoid condensation and to promote nebulization of the water through the discharge. More details about the experiments can be found in ref.[69]

The CO₂ conversion (Figure 15(a)) drops upon increasing H₂O content, at the three SEI values investigated, especially for low H₂O contents. This will be explained below. Very good agreement is reached between the calculated and measured values. The H₂O conversion (Figure 15(b)) also slightly drops upon higher H₂O content. The calculated H₂O conversions are slightly higher than the experimental values, that is, on average by about 10, 24, and 37%, for the SEI values of 4.8, 4.0, and 3.2 J/cm³, respectively, in the entire range of water contents investigated. This might be due to some more complex processes taking place in the experiment, like condensation, which could not easily be accounted for in the 0D plasma chemistry model, as explained in ref.[69] At higher SEI, the probability of condensation is reduced, explaining the better agreement between the calculated and experimental H₂O conversions.

The main products formed by this conversion process are CO, H₂, O₂, and H₂O₂. No methanol was detected in the experiments and the calculated methanol concentrations are also not higher than the ppm level. The H₂/CO ratio (Figure 15(c)) is found to increase linearly with rising water content, from 0.03 at 2% water, to about 0.16 at 8% water content, both in the simulations and in the experiments. These ratios are rather low, but it is like expected, in view of the low H₂O fraction in the mixture. Higher H₂O fractions should give rise to correspondingly higher H₂/CO ratios. In general it is clear that the combined CO₂ and H₂O conversion allows for a process with an easily controlled syngas ratio, which is an important benefit, because several post-processes require a different syngas ratio, depending on the targeted product.[89]

Besides the CO₂ and H₂O conversion and the syngas ratio, also the calculated product selectivities are found in very good agreement with experimental data.[69] Thus, the model can be used to explain the observed trends and even steer the future experiments in a certain direction, to improve the desired product yields. A kinetic analysis of the reaction chemistry reveals that the reaction between CO and OH, yielding H atoms and CO₂, is crucial, as it has a very high rate constant, and it controls the ratio between the conversion of CO₂ and H₂O. This can be explained in a very simple way by the following reactions:

\[
\begin{align*}
\text{e}^- + \text{CO}_2 & \rightarrow \text{CO} + \text{O} + \text{e}^- \quad (1) \\
\text{e}^- + \text{H}_2\text{O} & \rightarrow \text{OH} + \text{H} + \text{e}^- \quad (2) \\
\text{CO} + \text{OH} & \rightarrow \text{CO}_2 + \text{H} \quad (3)
\end{align*}
\]

Reactions (1) and (2) lead to dissociation of CO₂ and H₂O, but the products, CO and OH, will rapidly recombine to form again CO₂ (reaction 3). Furthermore, the two H atoms and one O atom formed in this way, will also recombine quickly, first into OH (through the subsequent reactions (4) and (5)), and subsequently into H₂O through reaction (6). Thus, overall, there is no net dissociation of CO₂ and H₂O in this pathway (see overall reaction (7)).

Of course, this does not mean that there will be no net conversion of CO₂ and H₂O in the plasma, as there exist also other pathways for the conversion of these molecules. However, electron impact dissociation is typically the major loss mechanism for CO₂ in a DBD, as discussed above. Hence, the above mechanism explains the drop in CO₂ conversion upon addition of H₂O, as the OH radicals created from the dissociation of H₂O give rise to the backward reaction, creating CO₂ out of CO. This drop in absolute CO₂ conversion upon addition of H₂O is remarkable, because in general, we always observe a rise in absolute CO₂ conversion upon addition of another gas, such as N₂,[70–71] He,[13] or Ar.[13]

Moreover, the above mechanism also explains why no methanol (or other oxygenated hydrocarbon) formation is observed in the CO₂/H₂O mixture. Indeed, all the H atoms needed to form CH and CHO fragments for the formation of methanol, seem to be steered to OH and subsequently H₂O again. Hence, this chemical analysis illustrates that H₂O might not be a suitable H-source for the formation of oxygenated hydrocarbons in a one-step process, because of the abundance of O atoms, O₂ molecules and OH radicals, trapping the H atoms. Note that this fast reaction between H and O atoms was demonstrated to be useful for the O-trapping in the case of pure CO₂ conversion, thus providing a solution for the separation of the CO₂ splitting products (see above), but in the present case, it is clearly the limiting factor for the formation of oxygenated hydrocarbons. In ref.[69] we have proposed some solutions on how the production of such oxygenated hydrocarbons could be targeted in a CO₂/H₂O plasma. One of the possibilities should be plasma catalysis. Specifically, we should look for a catalytic system that is able to recombine the H atoms into H₂, before they can recombine with O atoms into OH and H₂O, and that is also able to transform the CO together with H₂ into methanol before CO recombines with OH to CO₂. We believe there is quite some potential in plasma catalysis for this system, but a lot of research is still needed.
5 | CONCLUSIONS AND PERSPECTIVES FOR FUTURE WORK

This paper gives an overview of our plasma chemistry modeling work for CO₂ and CH₄ conversion in a DBD and a MW plasma, both in the pure gases and in various mixtures, that is, with each other and also with H₂O and O₂. To describe the detailed plasma chemistry, which lies at the basis of the conversion, a 0D chemical kinetics model or a 1D fluid model are the most appropriate. These models do not consider the detailed reactor geometry, but they can account for specific features, like the occurrence of microdischarge filaments in a DBD, by applying a large number of microdischarge pulses as a function of time in the 0D model, to mimic the filaments which the gas molecules can pass while travelling through the DBD reactor.

The models show that in a DBD the conversion is governed by electron impact dissociation (as well as ionization and/or electronic excitation) for the various gases investigated, while in a MW plasma, electron impact vibrational excitation of CO₂ is most important, due to the lower reduced electric field and thus the lower electron energies. The lower CO₂ vibrational levels produced in this way are gradually converted into the higher vibrational levels by vibrational-vibrational relaxation processes, that is, so-called ladder climbing, until they dissociate, mainly upon collision with O atoms or other heavy particles. As this process requires less energy than electron impact dissociation (or ionization or electronic excitation) from the CO₂ ground state, it can explain the higher energy efficiency obtained in a MW plasma compared to a DBD. Furthermore, it is also demonstrated that the energy efficiency of CO₂ splitting is higher at lower gas temperature, because of the reduced loss rates by vibrational-translational relaxation processes. Only at very high temperatures, when the vibrational population is thermal, the energy efficiency becomes comparable to the values at room temperature, but at these conditions the advantage of a non-equilibrium plasma for selective electron impact excitation to the CO₂ vibrational levels is lost. Besides the gas temperature, we have also discussed other major effects that may limit the energy efficiency, and we also propose solutions how to overcome these limitations.

In a DBD, the conversion typically rises with specific energy input for the various gases investigated, while the energy efficiency shows the opposite trend. Thus, there is a trade-off between conversion and energy efficiency, which is very clearly demonstrated for the CO₂/CH₄ mixture. For this gas mixture, we have also performed an extensive computational optimization study, based on 750 simulations, in a wide range of gas mixing ratios, power, residence time and frequency, to investigate which of these parameters yields the most promising results. After careful optimization of the operating conditions, an overall (CO₂ + CH₄) conversion up to 85% was predicted by the model, which is significantly higher than typical values obtained at more common operating conditions, reported in literature. This shows that there is still some room for improvement. However, the corresponding energy efficiency, even at the optimized conditions, is only in the order of 10%, and this is probably too low for industrial implementation. Indeed, for classical DRM, we estimated a maximum theoretical energy efficiency of 58%, so if the energy efficiency is the key performance indicator for this process, a DBD plasma might not be competitive with the classical DRM process. However, it also needs to be mentioned that the classical process might also not be able to reach this theoretical maximum, due to, e.g., thermal losses. Furthermore, we believe there is still room for improvement in the conversion and energy efficiency of a DBD plasma, by inserting dielectric beads, that is, in a packed bed DBD reactor.\[10,14\]

While CO₂ splitting mainly yields CO and O₂ formation, CH₄ reforming produces a variety of higher order hydrocarbons, besides H₂ gas. The same is true for the mixtures of CH₄ with CO₂ or O₂, where various higher hydrocarbons and oxygenates are formed. However, syngas (CO/H₂) is clearly the major product in CO₂/CH₄ or CH₄/O₂ conversion, and the yields and selectivities of the higher hydrocarbons and oxygenates are rather low. The same trends are also experimentally observed. Obviously, if specific value-added compounds (besides syngas) are targeted, the plasma will have to be combined with a suitable catalyst.

In contrast to the CO₂/CH₄ or CH₄/O₂ mixtures, the CO₂/H₂O mixture does not form many different oxygenates. Furthermore, the CO₂ conversion is reduced upon H₂O addition. Both observations are also made experimentally, and they can be explained from the model, by analyzing the chemical reaction pathways in the plasma. Indeed, our model predicts that the CO molecules, formed by CO₂ splitting, react with OH radicals, originating from H₂O splitting, back into CO₂, while the formed H and O atoms react back into H₂O, explaining the limited CO₂ and H₂O conversions. Furthermore, this explains why no oxygenates are formed, because all the H atoms, which would be needed to create these oxygenates, are trapped by the O atoms into the formation of OH and H₂O.

To validate our models, the computational results are compared as much as possible with experimental data, obtained either in our own group, or upon collaboration with other groups, or based on literature data. In general, a very good agreement is obtained, which allows us to use the models for obtaining a better understanding of the underlying plasma chemistry of CO₂ and CH₄ conversion and of the product formation, as explained above. This will be useful for further improving the performance of plasma technology for this application. For instance, the pathway analysis (for CO₂/CH₄ and CH₄/O₂) allows us to define the most suitable gas mixture (and mixing ratio) for obtaining the highest yields
or selectivities for the desired products. However, it is clear that the plasma chemistry is rather complicated and a lot of different molecules are formed. Therefore, as mentioned above, in order to selectively produce specific compounds, the combination with catalysis will be crucial.

Another example where the detailed insight in the underlying chemical reactions can provide possible solutions on how to improve the performance of the conversion was illustrated for the problem of CO/O₂ product separation in pure CO₂ splitting. Indeed, it was found that by adding a few % of a H-source, such as H₂ or CH₄, all the O atoms formed by CO₂ splitting can react with H atoms to form H₂O instead of O₂ gas, and the H₂O can be more easily separated from the gas mixture. This chemical trapping can also be useful for enhancing the CO₂ conversion according to Le Chatelier's law, by removing the O₂ from the plasma.

The results presented here are all obtained with a 0D chemical kinetics model or a 1D fluid model, which is indeed most convenient for describing the detailed plasma chemistry. However, in order to account for details in the reactor configuration, and to predict how modifications to the reactor geometry yield better CO₂ conversion and energy efficiency, two-dimensional and three-dimensional models will be required. Within our group, we are working on such models for a packed bed DBD reactor,[90] MW plasma and GA reactor.[91–93] However, because of the much higher computational cost of such two-dimensional or three-dimensional models, they are in first instance developed for argon or helium gas, because of the more simple reaction chemistry, which is needed to limit the calculation time. Nevertheless, in the future, we plan to extend these models to CO₂ (and its mixtures), in order to model the CO₂ conversion in a real plasma reactor geometry. For this purpose, the plasma chemistry will have to be reduced, as demonstrated for CO₂ splitting in[12,46] for typical DBD and MW plasma conditions, respectively.

Furthermore, to describe the CO₂CH₄ or CO₂/H₂O conversion in a MW plasma or GA reactor, we will also need to include the vibrational levels of CH₄ and H₂O, as the latter might play a significant role in this type of plasmas for determining the energy efficiency, as was demonstrated in this paper for pure CO₂ splitting. However, describing the vibrational kinetics of CH₄ and H₂O is a non-trivial task, because of the many vibrational modes of these molecules. A detailed description of the latter cannot be included in a two-dimensional or three-dimensional model, but should be performed again in a 0D model.

Another possible improvement of our 0D model would be to focus explicitly on the calculation of the electron energy distribution function (EEDF), to understand its dependence on the presence of electronically and vibrationally excited states of CO₂. This was also recently thoroughly investigated by Pietanza et al.[94–97] studying the free electron kinetics in CO₂ plasma.

Finally, to better understand the underlying mechanisms of plasma catalysis, we are also studying the behavior of plasma inside catalyst pores.[98] as well as the chemical interactions between plasma species and a catalyst material by means of atomic scale simulations.[99–101] However, still a lot of work will be needed before we can provide the necessary insights into the most suitable catalyst material, and how to steer the process towards the production of specific components.
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