Comparison of calculated and measured optical emission intensities in a direct current argon–copper glow discharge
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Abstract

Based on a collisional–radiative model for argon atoms and copper atoms and \( \text{Cu}^+ \) ions, which was developed as a part of a comprehensive simulation network, optical emission intensities have been calculated for argon and copper lines in a direct current argon glow discharge with copper cathode. Comparison with experimental data has been made, both with respect to the optical emission spectra and to some selected emission lines as a function of axial position. From this study, information can be obtained about the importance of various plasma processes, like electron, fast ion and fast atom impact excitation, and reabsorption of resonant radiation. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Glow discharges are used in a growing number of application fields, e.g. in the semiconductor industry for etching and deposition of layers, in materials technology for the deposition of hard coatings, as lasers, light sources, plasma display panels, etc. Moreover, they also find application in analytical chemistry, for the spectrochemical analysis of (mainly) solid materials [1,2]. For the latter application, the material to be analyzed is used as the cathode of the glow discharge, which is sputter-bombarded by plasma species. The
sputtered (analytically important) cathode-atoms arrive in the plasma, where they can be ionized or excited. The resulting ions can be measured with a mass spectrometer whereas the photons created by excitation and subsequent radiative decay, can be detected with an optical emission spectrometer.

We try to obtain a better insight into the optical emission spectral intensities, which is not only relevant to analytical glow discharge spectrometry, but also to optical spectrometric plasma diagnostic techniques. Therefore, a model has recently been developed to calculate the level populations of various excited levels of argon and copper species [3,4], and from this, the optical emission intensities can be derived [5,6].

In the literature, a number of papers have reported experimental optical emission intensities [7–13] and the occurrence of various processes, like cascading, stepwise excitation, etc., have been explained by some simple models [14–16]. Especially the spatial distribution of the emission lines is of great interest, to achieve better insight in the role of various excitation processes [7–10]. The lines which are most often studied, are the ArI 750.3 nm and the ArI 811.5 nm lines, because they are characterized by high intensities and they reflect some typical excitation processes [7–12,14].

In the present paper, we want to make a detailed comparison, at exactly the same discharge conditions and cell geometry, between calculated and experimental optical emission intensities. Some of the experimental results have already been published in [10] without detailed self-consistent models. The comparison will be performed for a range of operating conditions in a direct current (d.c.) argon glow discharge with a copper cathode. Special attention will be paid to the spatial behavior of some selected emission lines, in order to obtain information about various excitation processes in the plasma.

2. Short description of the model

In previous work, we have developed a comprehensive modeling network, consisting of Monte Carlo, fluid and collisional–radiative models for various plasma species: electrons, argon atoms, argon (Ar\(^+\), Ar\(^{2+}\) and Ar\(^{3+}\)) ions, argon atoms in various excited levels, sputtered copper atoms and the corresponding Cu\(^+\) ions, both in the ground state and also in various excited levels. Typical results of the modeling network, include among others the electric field and potential distribution, densities, fluxes and energies of the electrons, ions and neutrals, and information about collision processes in the plasma [17]. More detailed information can be found in work by Bogaerts [17]. Only the models relevant to the present work, i.e. the collisional–radiative models, will be described in some more detail.

A collisional–radiative model is used to calculate the level populations of various excited levels. It consists of a set of balance equations (one for each level) with different production and loss terms. The production and loss processes are all of collisional or radiative nature (e.g. electron impact excitation or radiative decay), hence the name of this type of models.

The collisional–radiative model we developed for the argon atoms takes into account 65 argon levels [3]. Some of these levels (like the four 4s levels) are considered separately, but most levels are a group of individual levels with similar excitation energy and quantum numbers. The collisional and radiative processes taken into account are radiative decay, electron, fast argon ion and fast and thermal argon atom impact ionization, excitation and de-excitation between all the levels, electron–ion radiative recombination, electron–ion three-body recombination where the third body is an electron or an argon gas atom (although it should be mentioned that electron–ion recombination is found to be more or less negligible at the conditions under study, except at the cell walls), and Hornbeck–Molnar associative ionization (for levels with excitation energy above 14.71 eV). Some additional processes are incorporated for the 4s levels, i.e. Penning ionization of sputtered atoms, two- and three-body collisions with argon ground state atoms, collisions between two 4s atoms, and diffusion and subsequent de-excitation at the walls. More information about this model and about the relative importance of the
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various processes can be found in work by Bogaerts et al. [3]. We have, however, slightly modified the collisional–radiative model of Bogaerts et al. [3], by including a radiation escape factor dependent on radial position [18], to account for differences in radiation absorption at different positions from the central axis.

A similar collisional–radiative model was constructed for the copper atoms, together with a model for the copper ions [4]. This model includes a set of balanced equations for eight copper atomic levels, seven Cu$^+$ ionic levels, as well as for the Cu$^{2+}$ ions. Some levels are individual levels and others are groups of levels, depending on their excitation energy and quantum numbers. The relevant processes are electron, argon and copper atom impact excitation and de-excitation between the various levels, as well as radiative decay between the levels, electron impact ionization and electron-ion three-body recombination. Moreover, Penning ionization with argon metastable atoms and asymmetric charge transfer with argon ions are taken into account as additional ionization processes. Further information is given in work by Bogaerts et al. [4].

As mentioned before, these collisional–radiative models are part of a comprehensive modeling network [17]. The only input parameters for the model network are discharge voltage, gas pressure and temperature, and the discharge geometry (see below), as well as the cross-sections for all collision processes. The output of the Monte Carlo and fluid models, such as the electron energy distribution function, electric field, electron and argon ion densities and reaction rates, are used to solve the collisional–radiative models.

Finally, the optical emission intensities for a given transition are calculated by multiplying the level populations of the excited levels with the Einstein transition probabilities for radiative decay. With our present model, the intensities of 605 argon atomic lines and 103 copper atomic and ionic lines could be calculated.

3. Experimental setup

The experimental setup is the same as in Donko et al. [10]. A direct current discharge was created between two flat disk copper electrodes with a diameter of 3.14 cm, at a distance of 4.5 cm from each other. The electrodes were confined in a metal tube at floating potential, with an internal diameter 0.07 cm larger than the electrode diameter. The spatial distribution of the light intensity in the discharge was scanned in the axial direction through a slit machined into the floating tube with 0.5 mm width. The background pressure of the vacuum system was \(~10^{-6}\) mbar, and the purity of the argon filling gas was 99.999%.

The light intensity distribution measurements were controlled by a PC. The discharge tube was mounted on a translator, equipped with a stepping motor under computer control. The discharge light was imaged onto the entrance slit of a 2-m monochromator with a 100-mm focal length quartz lens. A diaphragm of 5 mm diameter was placed in front of the lens to obtain a lateral spatial resolution of \(~0.3\) mm. For measurements in the ultraviolet and blue part of the spectrum, an EMI 6256S photomultiplier tube (PMT) was used, while an EMI 9558B PMT was applied for the near-infrared part of the spectrum. The signal of the PMT was sent to a HP54501A digitizing oscilloscope connected to the PC, using an IEEE488 interface. Finally, the PC also controlled the wavelength positioning of the monochromator when recording the spectral scans.

4. Results and discussion

4.1. Electrical characteristics of the discharge

The discharge conditions investigated in this work, both experimentally and in the model, i.e. the currents and current densities (left and right axis, respectively) as a function of voltage for different pressures, are illustrated in Fig. 1. In the model, the current is calculated self-consistently (i.e. as the sum of the microscopic fluxes of the charged plasma species) when the voltage, the gas pressure and temperature are given as input. Since we wanted to perform the calculations for exactly the same conditions of voltage, pressure and cur-
Fig. 1. Discharge conditions investigated in the present work, both experimentally and in the model.

rent as in the measurements, and since the exact value of the experimental gas temperature was not known, we have adapted the latter value in order to obtain similar currents as in the experiment, for the same voltage and pressure. The values of the gas temperature ranged hereby from 300 to 500 K, which is realistic for the conditions under investigation [19]. This shows that the model gives a satisfactory prediction of the electrical current at a given discharge voltage.

Fig. 2 presents the two-dimensional potential distribution at 1 mbar, 443 V and 4.65 mA (0.6 mA/cm²). The potential is −443 V at the cathode and increases rapidly until zero at approximately 2–2.3 mm from the cathode (varying slightly in the radial direction). It becomes slightly positive (less than 10 V) in the remainder of the plasma. This potential distribution shows clearly the subdivision between the cathode dark space (CDS) and negative glow (NG). Indeed, we defined the thickness of the CDS as the position where the potential crosses the zero line (approx. 2–2.3 mm in this case; see thicker line). The potential changes rapidly in the CDS (giving rise to a high electric field), and it is slightly positive

Fig. 2. Calculated two-dimensional potential distribution at 1 mbar, 443 V and 0.6 mA/cm².
and nearly constant in the NG (resulting in a low electric field). It is also clear that the glow discharge consists only of a CDS and an NG at the conditions under study. This picture should be kept in mind when explaining the calculated and measured optical emission intensities.

### 4.2. Optical emission spectrum

The calculated optical emission spectrum, consisting both of argon atomic lines, and copper atomic and ionic lines, is shown in Fig. 3, for the same conditions as in Fig. 2. Two different locations in the plasma are illustrated, i.e. (a) adjacent to the cathode (the so-called cathode glow, CG, this is the region in the CDS near the cathode which is rather bright, in contrast to the remaining of the CDS) and (b) at 0.23 cm from the cathode (i.e. in the beginning of the negative glow, NG). It is clear that at both locations the lines in the region of 700–1000 nm are most intense. These are the so-called ArI red lines, corresponding to 4p–4s transitions. Beside these lines, also some lines in the region of 400–440 nm are observed, both in the CG and in the beginning of the NG, as appears from the enlarged 200–700 nm region in Fig. 3a,b. These lines correspond to ArI 5p–4s transitions, and their intensities are lower than the 4p–4s lines by a factor of 500 in the CG, and by a factor of approximately 30 in the NG. In the CG nearly no other lines are visible in the spectrum, but in the NG, some ArI lines originating from higher excited levels are present in the region between 500 and 700 nm. Moreover, the enlarged part in Fig. 3b shows also the CuI resonant lines at 324.7 and 327.4 nm in the NG spectrum, as well as the CuII line at 224.7 nm, which results from selective asymmetric charge transfer population of a Cu$^{+}$ level [20].

Since the red lines are clearly dominant in the spectrum, we have zoomed in on the region between 680 and 820 nm, in order to compare the calculated intensities in this region with the experimental intensities. This comparison between the calculated and the measured spectra is presented in Fig. 4, for the same discharge conditions as in Fig. 3, and at the same two locations in the plasma, i.e. in the CG [(a) for the model and (b) for the experiment], and in the beginning of the NG [(c) for the model and (d) for the experiment]. Reasonable agreement could be reached between model and experiment, since the same lines are present in both spectra, with similar relative intensities. An exception was found for the ArI 811.53 nm and 750.38 nm lines in the NG. Indeed, the model predicts that the 811.53 nm line is more intense than the 750.38 nm line in the NG, whereas experimentally the opposite trend was observed. A possible reason might be that the upper level of the 811.53 nm line (i.e. the 4p $[5/2]$, level) is slightly overpopulated in the model (maybe too high values for the excitation cross-sections) or that the upper level of the 750.38 nm line (i.e. the 4p $[1/2]$, level) is somewhat underpopulated. Alternatively, the Einstein transition probabilities used in the model for the 811.53 nm and the 750.38 nm lines might be somewhat too high or too low, respectively. On the other hand, the experimental line intensities, especially in the high wavelength-range (such as for the 811.53 nm line), are also subject to some uncertainty (although probably not so high to completely explain the observed discrepancy), due to the relatively lower sensitivity of the PMT in this wavelength range.

It becomes also clear from Fig. 4a–d that some lines have high intensity in the CG and lower intensity in the NG [e.g. the ArI 811.53 nm line: calculated intensity (in a.u.) of 25 in the CG and of 10 in the NG, and measured intensity of 4 in the CG and of 2.5 in the NG], and that other lines exhibit the opposite trend [e.g. the ArI 750.38 nm line: calculated intensity of 1 in CG and of 3 in NG, and measured intensity of 1.2 in CG and of 5 in NG]. The reason for this is that these lines originate from different upper levels, and that different excitation processes are responsible for populating the upper levels at different locations in the plasma. Indeed, in the NG, electron impact excitation is generally the dominant excitation process for argon atomic levels, with a cross section reaching a maximum at approximately 20–30 eV for the 4p levels [21]. In the CG, however, two other processes, i.e. fast argon ion and atom impact excitation, can become quite important, especially at high voltages where the ions and...
atoms can reach high energies. Indeed, the cross-sections presented in [22] illustrate that these processes start to become important at energies of approximately 100 eV (for 811 nm emission). Since the ions and atoms reach the highest energy adjacent to the cathode, they cause only excitation in the region close enough to the cathode, which is, therefore, called the CG.

It is obvious, based on energy considerations, that all argon atomic levels can be populated by electron impact excitation at the discharge conditions under investigation (because the electrons have enough energy for excitation), but only the lowest levels (i.e. 4s and low 4p levels) can also be populated by fast argon ion and atom impact excitation. Indeed, the cross sections for ion and

Fig. 3. Calculated optical emission spectra of argon atomic and copper atomic and ionic lines, in the CG (a) and in the beginning of the NG (b), at 1 mbar, 443 V and 0.6 mA/cm². The region of 200–700 nm is enlarged by a factor of 500 for (a) and 20 for (b).
Fig. 4. Calculated and measured optical emission spectra in the 680–820 nm range, in the CG (a: model; b: experiment) and in the beginning of the NG (c: model; d: experiment), for the same conditions as in Fig. 3.

Fig. 5. Calculated (a) and measured (b) spatial distributions of the ArI 750.38 nm line, at various pressures and currents.
atom impact excitation reach their maximum at much higher energies than for electron impact excitation (see e.g. above for 811 nm emission, but this applies to all energy levels). It is easy to understand (from extrapolation from the 811 nm emission cross-section) that the higher energy levels require ion and atom impact excitation energies, which are higher than the ion and atom energies usually encountered for the discharge conditions under study. Based on cross-section data in the literature for two emission lines originating from two different 4p levels, we assumed in our collisional–radiative model that the cross-section for fast argon ion and atom impact excitation to the 4p \( ^5l_2 \) level (i.e. a lower 4p level at 13.12 eV, which emits radiation at 811.53 nm) is higher than the corresponding cross-section for excitation to the 4p \( ^5l_2 \) level at 13.48 eV, which emits the 750.38 nm line. Therefore, it is indeed expected that the first line will be more intense in the CG than the second one. In order to investigate the effect of these excitation processes, it is worth studying some specific lines in more detail as a function of axial distance from the cathode.

4.3. Spatial distributions of emission line intensities

4.3.1. The ArI 750.38 nm line

Fig. 5 illustrates the line intensities of the ArI 750.38 nm line (4p \( ^5l_2 \) \( \rightarrow \) 4s \( ^5l_2 \)) as a function of axial position from the cathode at a range of different pressures and current densities, both calculated in the model (a) and measured experimentally (b). The currents and voltages corresponding to the current densities at the various pressures, can be deduced from Fig. 1. It appears from Fig. 5 that the intensity distribution of the 750.38 nm line is characterized by a dominant peak in the beginning of the NG, attributed to electron impact excitation. This is true for both the calculated and the experimental intensities.

A minor peak can also be observed in the CG, due to ion and atom impact excitation. This small peak increases with current at constant pressure (hence: increasing voltage), and it also increases with decreasing pressure at constant current (hence: again increasing voltage). Indeed, higher voltages mean higher ion and atom energies, and hence more ion and atom impact excitation in the CG. Moreover, lower pressures result in longer mean free paths, which means also higher ion and atom energies, and hence, more excitation. The distance of the dominant peak with respect to the cathode increases slightly with decreasing pressure, and also with decreasing current at constant pressure. Since the dominant peak is in the beginning of the NG, it means, therefore, that the length of the CDS increases with decreasing pressure and current. This is in agreement with the empirical formula proposed by Aston, which expresses the relationship between the CDS length \( L_{CDS} \) and the pressure \( p \) and current \( I \) in the discharge:

\[
L_{CDS} = \frac{A}{p} + \frac{B}{p^{1/2}}
\]

where \( A \) and \( B \) are constants.

Comparing Fig. 5a,b tells us that very good agreement is reached between the calculated and the measurement intensity distributions, both with respect to the ratio of the CG and NG peaks, and to the position of the NG peak and its decay as a function of distance from the cathode. Also the effect of pressure and current on the shape of the spatial distributions and on the intensity values (i.e. increasing with current, but more or less independent of pressure, at constant current), are very similar in both experiment and model results.

4.3.2. The ArI 811.53 nm line

The spatial distributions of the ArI 811.53 nm line (originating from the lower 4p level: 4p \( ^5l_2 \) \( \rightarrow \) 4s \( ^5l_2 \)) are illustrated in Fig. 6a,b. For the model and experimental results, respectively, at various pressures and currents. Although the upper levels for the ArI 750.38 and 811.53 nm lines differ only by 0.36 eV (see above), the spatial distributions look quite different. Indeed, the spatial distribution for the 811.53 nm line is still characterized by a peak in the beginning of the NG, but the peak in the CG is far more intense than for the 750.38 nm line, due to the heavy
particle excitation cross-sections which appear to be higher for the 811.53 nm line compared to the 750.38 nm line.

As appears from Fig. 6a,b, the ratio of CG peak to NG peak increases with decreasing pressure (at constant current) and increasing current (at constant pressure), for the same reasons as explained above for the ArI 750.38 nm line. Indeed, a lower pressure (at constant current) and a higher current (at constant pressure) correspond both to a higher voltage, and hence to higher ion and atom energies, which give rise to more efficient ion and atom impact excitation, resulting in a higher peak in the CG. Moreover, the higher voltage yields also higher electron energies, and the latter become higher than the energy corresponding to the maximum in the excitation cross-section, hence resulting in lower electron impact excitation, and therefore a lower peak in the NG.

The agreement between calculated results (Fig. 6a) and experimental values (Fig. 6b) is again satisfactory. Indeed, good correspondence is reached for: (i) the ratio of CG/NG peaks (also as a function of voltage and current); (ii) the position of both peaks (although in the experiment, the CG peak appears to be slightly further from the cathode, and the dip between CG and NG peaks is not so pronounced as in the model, possibly due to some differences in the calculated and real length of the CDS as a function of radial distance); and (iii) the effect of pressure and current on the intensity values.

4.3.3. The ArII 476.5 nm line

We have also compared the calculated and measured spatial distributions of the ArII 476.5 nm line, as is shown in Fig. 7a,b. Since our collisional–radiative model for argon considers

Fig. 6. Calculated (a) and measured (b) spatial distributions of the ArI 811.53 nm line, at various pressures and currents.
only argon atomic levels, the spatial distribution of this ionic line intensity is simply calculated based on the electron impact excitation rate to the upper ionic level. This ionic line is an argon ion laser line, and the upper laser level \( (3p^5 4p^2 P_{3/2}) \) is populated by direct electron impact excitation from the argon atom ground state. The cross section for this process as a function of the electron energy is adopted from Bennett et al. [24]. Fast argon ion and atom impact excitation are not considered for this line, because the energy required to excite this ionic level is expected to be much higher than the ion and atom energies at the discharge conditions under study (i.e. threshold for excitation at approx. 36 eV, but the process will only become important for much higher energies, in analogy with the known cross-sections for 811.53 nm excitation [22]). Therefore, the calculated spatial distribution of this ionic line (Fig. 7a) shows only a peak in the beginning of the NG, due to electron impact excitation. Indeed, electron impact excitation occurs mainly in the beginning of the NG, where the electrons have most suitable energy for excitation (i.e. near the energy giving rise to the maximum in the cross-section) and, even more important, where most electrons are present due to back and forth scattering in the weak electric field (see also the discussion in Bogaerts et al. [25]). The calculated spatial distribution is in good correspondence with the experimental behavior (Fig. 7b), which demonstrates that the above assumption of taking into account only electron impact excitation is justified. Comparing Fig. 7a,b tells us that not only the position and shape of the NG peak, but also the effect of pressure and current, are very similar both in the model and in the experimental results.

Fig. 7. Calculated (a) and measured (b) spatial distributions of the ArII 476.5 nm line, at various pressures and currents.
4.3.4. The CuI 324.75 nm line

Fig. 8a,b present the calculated and measured line intensities of the CuI 324.75 nm line, respectively, as a function of distance from the cathode, at various pressures and currents. The intensity is low in the CDS, because electron impact excitation is not so important here. It reaches a maximum at 0.3–1.0 cm from the cathode (increasing with decreasing pressure), where electron impact excitation also reaches its maximum (i.e. in the NG). Fast argon ion and atom impact excitation are not taken into account in the model for the Cu lines. This seems to be justified, since the calculated spatial profiles are in reasonable agreement with the measured results.

For a better understanding of the excitation processes of the copper atoms, the calculated copper atom ground state density profiles are illustrated in Fig. 9, at the same conditions of pressure and current as the emission lines. It appears that the Cu atom ground state density reaches a maximum at a few millimeters from the cathode, and is not characterized by a simple diffusion profile, decreasing from the sample surface. This has also been observed experimentally (e.g. [26–28]), and the explanation given in these papers was that the sputtered material might be ejected from the cathode as molecules, undetectable by atomic absorption until they become dissociated [26–28]. However, even without assuming that the sputtered material is ejected as clusters, we obtained the correct sputtered atom concentration profile with a maximum at a few millimeters from the cathode instead of at the cathode surface. The reason is that the sputtered atoms, when they leave the cathode, are first subject to collisions with the argon gas atoms until they are thermalized. It has been demon-

Fig. 8. Calculated (a) and measured (b) spatial distributions of the CuI 324.75 nm line, at various pressures and currents.
stratified that thermalization occurs on a much shorter time-scale than diffusion [29], and therefore, the so-called thermalization profile (i.e. the number of sputtered, thermalized atoms, as a function of distance from the cathode) serves as initial distribution for the further diffusion of the sputtered atoms [29–31]. Although the calculated Cu atom density profile could not be compared with experiment here, the sputtered (Ta) atom density profiles have been checked against laser-induced fluorescence and atomic absorption spectrometry measurements, and excellent agreement has been reached [32].

By comparing Figs. 8 and 9, it appears that the maximum in the Cu atom ground state density is somewhat closer to the cathode than the peak in the CuI 324.75 nm line intensities. This has two reasons: (i) the inefficient electron impact excitation in the CDS; and (ii) the phenomenon of self-absorption. Indeed, the 324.7 nm CuI line corresponds to the transition from the Cu\(^{0}\) 3d\(^{10}\) 4p\(^{2}\)P\(_{3/2}\) level to the Cu\(^{0}\) 3d\(^{10}\) 4s\(^{2}\)S\(_{1/2}\) ground state, and a fraction of the emitted radiation will be re-absorbed by the Cu atom ground state (i.e. ‘radiation trapping’). This is accounted for in our model by an ‘escape factor’ [4]. Since the Cu atom ground state density is very high relatively close to the cathode, it will cause a considerable amount of re-absorption there, leading to a rather small amount of emitted radiation close to the cathode. Further away from the cathode, radiation trapping is not so significant anymore, due to the lower Cu atom ground state density, and the fraction of radiation escape is larger. This, together with the lack of electron impact excitation in the CDS, explains the shift in the spatial distribution of the CuI 324.75 nm line and the somewhat slower decay with distance compared to the copper atom ground state density profile.

From the comparison of Fig. 8a,b, it is clear that the model results are in close agreement to the experimental values (although the latter drop somewhat less rapidly at increasing distances), which tells us that the copper collisional–radiative model has taken into account the most important processes, and that the phenomenon of radiation trapping is more or less correctly described in the model.

4.3.5. The CuI 510.55 nm line

The spatial distributions of the CuI 510.55 nm line, resulting from the model and the measurements, are depicted in Fig. 10a,b, respectively, for a range of pressures and currents. This line originates from the same upper level as the CuI 324.75 nm line (i.e. the Cu\(^{0}\) 3d\(^{10}\) 4p\(^{2}\)P\(_{3/2}\) level), but it decays to another lower level, i.e. the Cu\(^{0}\) 3d\(^{10}\) 4s\(^{2}\)D\(_{5/2}\) level. Since the latter level has a much lower population density than the copper atom ground state, it does not give rise to re-absorption. Therefore, the calculated line intensity of the CuI 510.55 nm line drops somewhat more rapidly with increasing distance from the cathode, compared to the CuI 324.75 nm line. This might look a bit unexpected, but the reason is that radiation trapping for the 324.75 nm line is
only important close to the cathode (where the Cu atom density is high enough), so that it mainly lowers the CuI 324.75 nm line intensity at the maximum of its spatial distribution, and therefore, it makes it look broader. The CuI 510.55 nm line is not subject to self-absorption, which means that the maximum in the spatial distribution is not lowered, and that it seems to drop somewhat more rapidly as a function of distance from the cathode.

The calculated spatial distributions are in reasonable agreement with the experimental data for the CuI 510.55 nm line, presented in Fig. 10b. It appears from Fig. 10a,b that the calculated line intensities drop again somewhat more rapidly than experimentally observed, which might be explained by a somewhat too low copper diffusion coefficient in the model. Indeed, a higher diffusion coefficient generally yields a broader copper density profile, and hence, a broader spatial distribution of the optical emission intensities. Nevertheless, the agreement between the model and experiment in Fig. 10a,b is quite satisfactory, also with respect to the effect of pressure and current.

5. Conclusion

Optical emission intensities of argon and copper lines have been calculated for a d.c. argon glow discharge with copper cathode. Special attention has been paid to the spatial distributions of some selected lines as a function of pressure and current. The calculated line intensities have been compared with measured values, and in general good agreement has been reached, at least qualitatively, indicating that the model takes
into account the correct excitation processes and uses reasonable cross-sections.

For the intensity distribution of the argon atomic lines, it was found that lines originating from levels belonging to the lower 4p configuration exhibit a strong peak in the CG and a smaller peak in the beginning of the NG, whereas lines originating from higher 4p levels are characterized by a dominant peak in the beginning of the NG and only a minor peak in the CG. The argon ionic line was only characterized by a NG peak. This demonstrates that the argon atom lower 4p levels as well as the 4s levels can be excited by both electron and fast argon atom and ion impact excitation, whereas the higher 4p levels as well as all higher atomic levels and the ionic levels are predominantly (or exclusively) populated by electron impact excitation. The CuI lines were found to exhibit a maximum intensity in the NG, attributed to electron impact excitation from the Cu atom ground state. The spatial distribution of the CuI 324.75 nm line is somewhat broader than that of the CuI 510.55 nm line. The reason is that the 324.75 nm line is a resonant line to the copper atom ground state, which is strongly subject to self-absorption (‘radiation trapping’), at least at the maximum of its spatial distribution. This results in a lowering of the maximum intensity, and hence, it looks like a broadening in the spatial distribution.

It is demonstrated in this paper that from the comparison of calculated and experimental optical emission intensities, interesting information can be obtained about the role of various excitation processes. In future work, we would like to investigate the effect of decreasing discharge tube diameter, because the experiment [10] revealed the possible formation of a positive column-like or anode fall-like region, and a good understanding of these experimental observations [10] necessitates detailed numerical modeling.

Finally, it should be mentioned that, although the results are not presented here in a typical analytical glow discharge source, but in a source equipped with the necessary diagnostics, the discharge conditions and cell dimensions are more or less comparable to analytical glow discharges. From our previous calculations, we know that the presently obtained results (i.e. occurrence and positions of the peaks in the spatial distributions of the different lines) can be generalized to analytical glow discharge sources, such as the Grimm-type source, as long as the discharges consist of a CDS and a NG, which is generally the case for analytical glow discharges.
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